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From the Chief Patron 
 
Dr. Kala Vijayakumar                                                   
President, SSN Institutions  

 

 

 

SSN Institutions (SSN) nurture the all-around development of the students, focusing not 

only on academic excellence but also on honing life skills such as leadership, discipline, 

team spirit and time management. Students are encouraged to think critically and creatively. 

SSN prides itself on providing holistic education to its students. 

Biomedical Engineering is a multi-disciplinary branch of study which brings together 

healthcare and technology, the front runners in the modern world. I congratulate the 

Department of Biomedical Engineering for organizing the Ninth International Conference 

on Biosignals, Images and Instrumentation (ICBSII 2023), in association with the Centre for 

Healthcare Technologies of SSN. This flagship conference of the Department of BME will 

provide the participants and the students a unique opportunity to develop enriching 

perspectives by interacting with some of the renowned experts in these fields worldwide. I 

am certain that the talks by eminent scientists, researchers, clinicians and surgeons, and the 

papers presented will stimulate lively discussions to lay a strong foundation for further 

advanced research in these fields. I appreciate the untiring, excellent teamwork carried out 

by the faculty of the Biomedical Engineering department towards organizing this 

conference. 

I extend my felicitations to the BME department and wish the conference all success.  

 

 

 
 

 
 

Dr. Kala Vijayakumar,  

Chief Patron, 

ICBSII – 2023 
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From the Patron 
 
Dr. V. E. Annamalai 

Principal, SSN College of Engineering 

 

 
 

 
I am pleased that the department of Biomedical Engineering is organizing the Ninth 

International Conference on Biosignals, Images and Instrumentation (ICBSII 2023), in 

association with the Centre for Healthcare Technologies of SSNCE, in a manner befitting 

the biomedical engineer’s community.  

Biomedical engineering is a multidisciplinary field integrating Engineering and healthcare. 

It focuses on the advances that improve human health and health care at all levels. The 

department's involvement in a wide range of activities with students and faculty has 

strengthened it, allowing students to get a thorough understanding of industrial requirements 

to the fullest extent possible. 

This International Conference was conceived with the thought of bringing together 

scientists, engineers and researchers from various domains all over the world. It has been a 

platform where some of the greatest minds of the country and abroad could interact, 

exchange ideas and work together towards a common goal.   

I congratulate the entire team of the Biomedical Engineering Department for structuring it 

to perfection and wish them all success. 

 

 

 

 

 

Dr. V. E. Annamalai 

  Patron, 

ICBSII – 2023 
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Educating the youth aids the growth of literacy and avoids the spread of misinformation. It 

helps people learn about the community as a whole and develop informed opinions on many 

issues around the world. With such opinions, we can support anyone in need and create a 

positive impact on our communities. That being said, it gives me immense pleasure to 

present the Ninth International Conference on Bio-signals, Images, and Instrumentation 

(ICBSII 2023). 

  

Biomedical engineering is a discipline that bridges many fields such as biology, physical 

sciences, and engineering in order to improve medicine and human health. This benefits 

society by undertaking research that creates quantitative correlations across scales in the 

human body and then applies that knowledge to the development of new instruments to 

improve human health. The impact and significance of findings keeps growing 

progressively. Workshops, seminars, project exhibitions, and guest lectures on current trends 

relevant to the core and multidisciplinary disciplines in biomedical engineering are often 

offered by the department to help students obtain a thorough understanding of industry 

requirements. 

  

The 9th International Conference on Biosignals, Images, and Instrumentation is being 

organised by the Centre for Healthcare Technologies, a multidisciplinary research initiative 

focusing on research through innovation in healthcare, in collaboration with the Department 

of Biomedical Engineering, with the goal of instilling research aptitude in students and 

providing a great platform for researchers to showcase their work in various domains of 

healthcare. It is rightly said, “A group becomes a team when each member is sure enough of 

himself and his contribution to praise the skills of others.” – Norman Shidle. 

  

For the past eight years, ICBSII has been successful in inculcating knowledge in all the 

participants. With confidence, we aim higher and higher, raising our bars toward the next 

success!!! 

 

Dr. A. Kavitha  

Conference Chair, 

ICBSII – 2023  

 

From the Conference Chair 
 
Dr. A. Kavitha  

Professor& Head, 

Department of Biomedical Engineering,  

SSN College of Engineering 
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From the Organizing Chair 
 

  Dr. L. Suganthi 

  Associate Professor, 

  Department of Biomedical Engineering,  

  SSN College of Engineering 

 

 

The advancements in biomedical engineering have revolutionized the way we approach 

healthcare, and the ICBSII-2023 conference presents a fantastic opportunity to bring 

together experts and professionals in this field to exchange knowledge, share ideas, and 

collaborate on future innovations. Technology has transformed the health business and made 

numerous advances to our lives, including a decrease in the death rate from sickness and the 

ability to replicate an organ. It's crucial to make sure that modifications are maintained 

because they occur frequently. 

It’s fascinating to see how technology will advance, adapt, and develop in the healthcare 

industry. Collaboration with specialists and academics from various fields of biomedical 

engineering is possible at this conference. The multidisciplinary nature of this conference 

promises to promote a holistic approach to healthcare, which will ultimately benefit patients 

worldwide. 

I extend my sincere gratitude to the management of SSN College of Engineering, our 

president Dr. Kala Vijayakumar SSN Institutions, and Dr. V. E. Annamalai sir - Principal, 

SSN College of Engineering for granting the department a delightful opportunity to organize 

this brilliant event that enables us to grow on a global level. I would like to thank our 

department Head and organizing chair Dr. A. Kavitha, and my fellow organizers of the 

conference, and all my colleagues in the ICBSII-2023 co coordinating committee for their 

support, constructive feedback, timely, tireless, and meticulous efforts in conducting this 

online event. I would also like to take this opportunity to thank all external reviewers and 

contributing authors for producing high-quality papers to be presented at the conference. I 

appreciate the efforts of everyone involved in making this conference possible. It takes a lot 

of dedication and hard work to organize an event of this magnitude. I am confident that this 

conference will be a great success and will pave the way for future developments in 

biomedical engineering. 

 

Dr. L. Suganthi  

Organizing Chair 

ICBSII – 2023  
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From the Organizing Chair 
 

Dr. R. Nithya 

Assistant Professor, 

Department of Biomedical Engineering,  

SSN College of Engineering 
 

 

The Ninth International Conference on Biosignals, Images, and Instrumentation is a 

significant event in the field of Biomedical Engineering, and I am excited about the 

opportunities it offers to the participants. This conference provides a platform for 

researchers, academicians, and industry professionals from around the world to share their 

ideas and expertise, exchange knowledge, and collaborate to drive innovation in healthcare. 

It is a remarkable achievement to bring together such a diverse group of professionals under 

one roof and create an atmosphere that promotes learning, networking, and collaboration. 

The scientific tracks cover the latest developments and trends in Biomedical Engineering, 

which will benefit the attendees, especially students and researchers. The workshops, 

plenary lectures, keynote lectures, and invited lectures by renowned experts will provide 

valuable insights into the advancements in healthcare research. 

I would like to extend my gratitude to Dr. Kala Vijayakumar - President, SSN Institutions 

and Dr. V. E. Annamalai - Principal, SSN College of Engineering for the encouragement 

and support offered to our department to organize this delightful event. I would like to thank 

our Head and organizing chair Dr. A. Kavitha for her belief in me and providing an 

opportunity to serve as a member of the organizing committee. My heartfelt thanks to my 

colleagues who are fellow organizers and committee members, supporting staff and student 

volunteers of the Biomedical Engineering department whose shared responsibilities and 

teamwork has paved for a smooth organization of this prestigious event. 

 

Dr. R. Nithya  

Organizing Chair,  

ICBSII – 2023 
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From the Organizing Chair 
 
Dr. M. Dhanalakshmi 

Assistant Professor, 

Department of Biomedical Engineering,  

SSN College of Engineering 

 

 

The healthcare industry has seen a growing focus on the field of Biomedical Engineering, as 

new advancements aim to improve individuals’ health and well-being. These innovations 

have led to futuristic technologies that are transforming healthcare, from diagnosis and 

analysis to treatment and recovery. With the constant evolution of healthcare needs, an 

international forum that facilitates the exchange of ideas and information is crucial. It is with 

great pleasure that we announce the eighth international conference on the latest innovations 

in Bio-signals, Images, and Instrumentation (ICBSII 2023), to be held from March 16-17, 

2023 at SSN College of Engineering. 

The conference agenda includes seminars, plenary talks, keynote lectures, and invited lectures 

from national and worldwide authorities in healthcare research. In order to give students, 

researchers, academic professionals, and industrialists the best chance to improve their 

understanding of the most recent multidisciplinary techniques in biomedical engineering, 

parallel technical sessions have also been planned. Also, the conference offers a helpful forum 

for establishing new connections in the field of biomedical engineering, with several 

opportunities for networking with sector leaders.  

We are delighted to have received an overwhelming response from the research community 

in India and abroad to participate in our conference. We received over 100 research articles, 

and only close to 40% of the submissions were accepted after a rigorous review process 

extended by national and international reviewers with unmatched expertise in relevant fields. 

This was done to ensure the quality of the presented papers. We are excited to announce that 

the selected papers will be published in the IEEE, adding one more feather to our cap. 

I would like to express my gratitude to all the reviewers and authors who contributed to the 

papers. We could not have organized such a successful event without their valuable 

contributions. I also extend my thanks to Dr. Kala Vijayakumar, President of SSN Institutions, 

and Dr. V. E. Annamalai, Principal of SSN College of Engineering, for their encouragement 

and support in organizing this event. Additionally, I would like to thank our Head and 

organizing chair Dr. A. Kavitha for her belief in us and providing an opportunity to serve as 

a member of the organizing committee. Finally, I would like to thank our colleagues who are 

fellow organizers and committee members, supporting staff, and student volunteers of the 

Biomedical Engineering department, whose shared responsibilities and teamwork have paved 

the way for the smooth organization of this prestigious event. 

Dr. M. Dhanalakshmi  

Organizing Chair,  

ICBSII – 2023  
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Abstract - Transcranial direct current stimulation (tDCS) is a 

part of the transcranial electrical stimulation method widely used 

for treating patients with neurological and psychological 

abnormalities, along with application in cognitive improvements. 

With a simple design and operating procedure, tDCS is considered 

a safe and effective therapy choice. With predefined treatment 

protocols, it is possible to achieve the required electric field within 

the inner structures of the brain to excite and inhibit neuronal 

activity and its outcomes. The generated electric field shows 

variation among individuals due to anatomical and functional 

changes in the brain tissues. In-situ modeling of therapeutic 

procedures can help to assure the probabilistic outcome of tDCS. 

In this study, we have obtained results for electric field strength 

variability in a cognitively normal subject. We have simulated the 

subject with variation in stimulating electrode size and shape, a 

combination of electrode-Gel and electrode-sponge with SimNIBS 

Ver (3.2.6), and measured electric field strength and focality. 

Simulated results show less dependence on gel or sponge thickness 

and more reliance on electrode size and shape for E-field and 

focality. The increasing size of electrodes reduces electric field 

strength and focality with asymmetrical E-field distribution, 

whereas decrement generates a more symmetrical and focused E- 

field with higher strength. 
 

Index Terms – Transcranial direct current stimulation, 

Computational Modelling, Electric field strength, Focality. 

 

I. INTRODUCTION 

External non-invasive electrical stimulation on the human 

body has varying stimulation modalities, i.e., electrotherapy 

[1], electro-convulsive therapy [2], functional electrical 

stimulation [3], transcranial electrical stimulation 

(Transcranial alternative current stimulation [4] and 

Transcranial direct current stimulation [5]), transcranial 

magnetic stimulation [6] and vagus nerve stimulation [7]. 

Other invasive therapy includes cortical and subcortical 

therapeutic intervention through implantable electrodes and 

intrathecal delivery pumps or micro-pumps [8]. Invasive 

modalities require minimal surgery for inserting stimulation 

electrodes, whereas non-invasive methods do not require 

surgery or implantation. In non-invasive therapeutic 

intervention, tDCS and tACS are considered safe and easy to 

use methods used for neuromodulation applications. 

Transcranial alternating stimulation uses a small alternating 

current of frequency ˂ 100 Hz applied externally on the 

subject's scalp to alter or enhance the brain's function [9]. 

Transcranial direct current stimulation uses a minimal amount 

of direct current (1-2mA) [10] on the pre-specified positions 

on the subject's scalp for a fixed duration of time. Application 

of current generates a local electric field on a target beneath 

the stimulation electrode due to resistance offered by the brain 

tissues, i.e., white matter, grey matter, cerebrospinal fluid, 

blood vessels, skin, scalp, and skull bone. Electric fields here 

are a vector quantity that possesses both magnitude and 

direction. These quantities vary in different subjects as 

individuals carry different brain tissue conductivities. This 

difference encourages researchers to find the outcome and 

after-effects of tDCS stimulation using in-situ platforms to 

avoid unnecessary exposure of electric field to the tissues with 

non-interest. Simulation tools are available to analyze electric 

field distribution on a given target with the measure of strength 

and focality of the field. As the therapy outcome changes 

subject to subject with the same treatment protocol, it must be 

analyzed with different stimulation protocols. 

Stimulation parameters, i.e., direct current intensity, electrode 

size, electrode shape, and combination of electrode-sponge 

and electrode-gel, should be considered before the application 

on a target location. These selections will accordingly change 

the behavior of neuromodulation in a subject. The combination 

of electrode-sponge or electrode-gel induces depolarization 

and repolarization in the cerebral cortex using anodal and 

cathodal stimulation, respectively. The two-electrode 

stimulation method is the bipolar method currently used by 

available tDCS devices in the market. The placement of anode 

and cathode is decided by 10–20 EEG electrode placement 

method [11]. Current delivered by anode and cathode changes 

concentration of calcium (Ca2+) ions intracellularly which 

changes behaviour of neurons and their excitability [12]. 

Generated electric field does not produce action potentials 

rather alters characteristics of neurons under the target 

location. 

Gaurav sharma et al. studied the effects of conventional 

bipolar stimulation and high-definition stimulation (HD-tDCS) 

with 4×4, 3×3, and 2×2 cm2 electrode sizes and five circular 

HD-tDCS configurations [13]. They set the thickness of the 

sponge pad electrode and gel fixed at 2 mm and 0.50 mm, 

respectively. Kevin A. Caulfield et al. found a novel electrode 

position method that enhances on-target stimulation magnitude 

twofold in 3000 head models [14]. The effects of change in 
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thickness, shape and size together with sponge or gel are not 

reported till date in any literature. 

In this study, we made head model with cognitively normal 

subject from the human connectome project (HCP). We used 

the available freeware software SimNIBS ver. 3.2.6 to 

generate 3D head mesh, image processing, and electric field 

analysis. We have analyzed and compared results obtained 

from multiple combination of size, shape and Gel/Sponge 

which can be used as an optimized standard for new electrode 

fabrication. The left dorsolateral prefrontal cortex (LDLPFC) 

and right dorsolateral prefrontal cortex (RDLPFC) were 

considered as an anodal and cathodal target, respectively 

positioning F3 (anode) and F4 (cathode) based on 10-20 EEG 

placement method. 

II. METHODOLOGY: The main objective of this study is to 

analyze the variability of electric field strength and focality 

(Area affected by an electric field) on a given target. Electric 

field strength (norm-E) is calculated with the finite element 

method (FEM). The first step is to have a T2-weighted 

structural MRI image database for a subject in a standard 

format, i.e., the Neuroimaging Informatics Technology 

Initiative (NifTI) format. Finite element mesh (3D mesh) was 

generated with headreco processing pipeline part of volume 

conductor modeling enabled with SimNIBS. The three- 

dimensional mesh was ready for simulation setup (tDCS 

parameter selection). In the final step, electric field analysis 

was done for e-field strength (norm-E) and focality. Fig.1 

shows a process flow for E-field analysis. 

 

 
 

Fig. 1: Process flow for E-field analysis 
 

Structural MRI images: We have used T2 weighted 

structural MRI image from Human Connectome Project (HCP) 

[15] of healthy adult. The image was pre-processed to remove 

facial features and to perform corrections. Imaging protocols 

used with Siemens 3T scanner: 3D-T2 space, TR/TE- 

3200/561 (ms), FOV-224×224 (mm), voxel size- 0.7 mm 

isotropic, BW-744, iPAT-2, acquisition time- 6:48 (min: sec). 

The radiologist reviewed scans to ensure the absence of 

clinical abnormalities in any brain region. Imaging data were 

processed with software tools in FreeSurfer v5.3.0 and FSL 

v5.0. Head mesh generation: We have used the headreco 

pipeline (SimNIBS 3.2.6) to reconstruct tetrahedral mesh from 

structural MRIs. Headreco relies on statistical parametric 

mapping (Ver. SPM12) and computation anatomy toolbox for 

SPM (CAT12). Mesh created with headreco consists of 0.5 

nodes per mm2, called vertex density. Mesh resolution and 

manual editing can be made with other functionalities 

available in the tool. Electrode placement and simulation 

criteria: The placement of stimulating tDCS electrodes 

follows the standard 10-10/10-20 electrode placement method 

used for electroencephalograph (EEG). Anode and cathode 

were placed on F3 and F4 to target LDLPFC. To analyze the 

effects of electrode+gel and electrode+sponge thickness, we 

have divided the study into two major sections: 1) Rectangular 

electrode with varying shape and thickness of electrode+gel 

and electrode+sponge 2) Elliptical electrode with varying 

shape and thickness of electrode+gel and electrode+sponge. 

Tables 1 shows the stimulation parameters for both the groups. 

In both cases, the current intensity kept similar for 

simplification and comparison, i.e., 1mA. It is important to 

note that conductivities values change subject to subject as 

each individual has different conductivities for different 

tissues. We have assigned standard conductivities values to 

brain tissues: 1) White matter- 0.126 2)Grey matter- 0.275 3) 

Cerebrospinal fluid- 1654 4) Bone- 0.01 5) Scalp- 0.465 6) 

Eyeballs- 0.5 6) Compact bone- 0.008 7) Spongy bone- 

0.0258) Blood- 0.6 8) Muscle- 0.16 9) 1.0 [16],[17],[18],[19]. 

 

 

 

 
 

 

 

 

Fig. 2: a) 3D illustration of bipolar electrode placement on a human head (Red electrode F3-Anode and black electrode F4-Cathode) and b) Electrode shape with 

a conceptual illustration of electrode and gel/sponge thickness. 
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Simulation protocols for group-1 and group-2 

Group-1 

(Shape) 

Group-2 

(Shape) 

 
Size 

Thickness 
Current 

intensity 
Electrode + Gel 

(EG) 

Electrode + Sponge 

(ES) 

 
 
 

 
 
 

Rectangular 

 
 
 

 
 
 

Elliptical 

1×1 cm2 1 mm + 5 mm 1 mm + 5 mm 1 mA 

1×1 cm2 2 mm + 5 mm 2 mm + 5 mm 1 mA 

1×1 cm2 3 mm + 5 mm 3 mm + 5 mm 1 mA 

1×1 cm2 4 mm + 5 mm 4 mm + 5 mm 1 mA 

1×1 cm2 5 mm + 5 mm 5 mm + 5 mm 1 mA 

3×3 cm2 1 mm + 5 mm 1 mm + 5 mm 1 mA 

3×3 cm2 2 mm + 5 mm 2 mm + 5 mm 1 mA 

3×3 cm2 3 mm + 5 mm 3 mm + 5 mm 1 mA 

3×3 cm2 4 mm + 5 mm 4 mm + 5 mm 1 mA 

3×3 cm2 5 mm + 5 mm 5 mm + 5 mm 1 mA 

5×5 cm2 1 mm + 5 mm 1 mm + 5 mm 1 mA 

5×5 cm2 2 mm + 5 mm 2 mm + 5 mm 1 mA 

5×5 cm2 3 mm + 5 mm 3 mm + 5 mm 1 mA 

5×5 cm2 4 mm + 5 mm 4 mm + 5 mm 1 mA 

5×5 cm2 5 mm + 5 mm 5 mm + 5 mm 1 mA 
 

Table.1: Simulation protocol for group-1 and group-2 study. For both groups, only the shape of the electrodes changes, and other parameters are considered the 

same. 

E-field analysis: Transcranial direct current stimulation 

(tDCS) is a form of non-invasive brain stimulation that uses a 

low-intensity direct current to modulate brain activity. A 

critical aspect of tDCS is the analysis of the electric field 

distribution within the brain. This can be done using numerical 

modeling techniques, such as the finite element method, which 

can simulate the flow of electricity through the skull and 

tissue. The results of these simulations can be used to optimize 

the placement of the electrodes, the current intensity, and the 

duration of the stimulation to achieve the desired effects on 

brain activity. The E-field equation is typically represented as 

E = -grad (V), where E is the electric field vector, grad is the 

gradient operator, and V is the electric potential. This equation 

can calculate the electric field at any point within the brain 

based on the distribution of electric potential (V) across the 

scalp and the skull. The electric potential is determined by the 

position and configuration of the electrodes, the current's 

intensity, and the tissue's conductivity. The E-field equation 

can be solved numerically using techniques such as the finite 

element method (FEM) or boundary element method (BEM) to 

create detailed models of the electric field distribution within 

the brain. These models can then be used to optimize the 

placement of the electrodes, the current intensity, and the 

duration of the stimulation to achieve specific effects on brain 

activity. 

Generated electric fields have three characteristics 1) Field 

strength measured in V/m, 2) Direction of the field 3) Focality, 

i.e., grey matter volume having an electric field ≥ 50 % or 70% 

of the peak values [20]. Focality in transcranial direct current 

stimulation (tDCS) refers to the ability to target specific 

regions of the brain with the stimulation selectively. This is 

important because different areas in the brain are responsible 

for various functions, and selectively targeting a particular part 

can lead to specific changes in brain activity and behavior. 

There are several ways to achieve focality in tDCS, including 

using multiple electrodes, varying the position of the 

electrodes on the scalp, and using different types of current 

waveforms. One of the most common methods for achieving 

focality in tDCS is the use of a "bipolar" configuration, where 

two electrodes are used, one of which is placed over the target 

brain region (the "anode") and the other is placed over some 

distance away (the "cathode"). This creates a "field of 

polarization" that selectively targets the anodal electrode 

region. Additionally, more recent methods such as High- 

Definition tDCS (HD-tDCS), which uses many smaller 

electrodes placed in a specific pattern, allow for more fine- 

grained stimulation of particular brain regions. 

The direction of the field plays a significant role in deciding 

the possibility of depolarization or hyperpolarization of the 

neurons under therapy. It is also possible to use a "bilateral" 

tDCS, where the current  flows  in both directions 

simultaneously, with one anode and one cathode on each 

hemisphere. This is thought to have more global effects on the 

brain and is less specific than anodal or cathodal tDCS. It's 

important to note that the current direction in tDCS is not 

always a straightforward concept, as different factors such as 

the type of electrode montage, the current intensity and 

duration, the underlying neural networks, individual 

differences, and other parameters may influence the outcome. 

In this study, we have reported field strength and its focality on 

both simulation protocols with varying electrode size, shape, 

and conductive medium combinations. Specifically, LDLPFC 

is considered for the study assuming the most vulnerable target 

in cognitive decline and associated neurological diseases. 

 

III. RESULTS 

Electric field analysis and focality 

We have simulated different shapes of electrodes, i.e., 

rectangular and circular, with fixed current intensity varying 

electrode thickness in a combination of gel and sponge. 

Electrode gel and electrode sponges are conductive materials 

in transcranial direct current stimulation (tDCS) experiments. 

The main difference between the two is their consistency and 

conductivity. Electrode gel is a liquid or semi-liquid substance 

that is applied to the surface of the electrode to improve 

conductivity and reduce skin impedance. It is typically more 
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conductive than electrode sponges, but it can be messier and 

may require more frequent reapplication during the 

experiment. Electrode sponges, on the other hand, are made of 

a moistened, compressed foam material that is placed on the 

electrode. They are less conductive than electrode gel but less 

messy and easier to use. They may also be more comfortable 

for the participant and require less frequent reapplication. Both 

electrode gel and electrode sponges can be used in tDCS 

experiments, but the choice will depend on the experiment's 

specific requirements and the researcher's preferences. We 

simulated both gel and sponge and got the results for both 

combinations of stimulation protocols, i.e., simulation 

protocol-1 and 2. Table.2 shows Simulation results of 

protocols for group-1. Fig.3 shows the electric field generated 

due to the variety of electrodes and gel, whereas Fig.4 shows 

the electric field generated due to the combination of electrode 

and sponge. It is observed that the thickness of the electrode, 

in the range of 1-5 mm, does not show a significant change in 

electric field strength with the exact size of the electrode. Also, 

gel shows good conductivity over sponge which typically 

ranges from 0.01-0.02 when applied on a rectangular electrode 

shape. The average electric field for 1×1 cm2 is 3.08e-01 V/m 

in 99.9 % of the total peak electric field within the grey matter 

of a subject. Focality shows that 8.92e+03 mm3 volume is 

exposed with an electric field for 75% of the peak electric 

field. The average electric field for 3×3 cm2 is 3.01e-01 V/m 

in 99.9 % of the total peak electric field within the grey matter 

of a subject. Focality shows that 7.65e+03 mm3 volume is 

exposed with an electric field for 75% of the peak electric 

field. The average electric field for 5×5 cm2 is 2.64e-01 V/m 

in 99.9 % of the total peak electric field within the grey matter 

of a subject. Focality shows that 6.41e+03 mm3 volume is 

exposed to an electric field for 75% of the peak electric field. 

Sponge shows a minimal change of conductivity decline 

compared with electrode gel. The average electric field for 

1×1 cm2 is 3.09e-01 V/m in 99.9 % of the total peak electric 

field within the grey matter of a subject. Focality shows that 

8.92e+03 mm3 volume is exposed with an electric field for 

75% of the peak electric field. The average electric field for 

3×3 cm2 is 3.02e-01 V/m in 99.9 % of the total peak electric 

field within the grey matter of a subject. Focality shows that 

7.60e+03 mm3 volume is exposed with an electric field for 

75% of the peak electric field. The average electric field for 

5×5 cm2 is 2.62e-01 V/m in 99.9 % of the total peak electric 

field within the grey matter of a subject. Focality shows that 

6.32e+03 mm3 volume is exposed with an electric field for 

75% of the peak electric field. 

 

   
 

   

Fig.3 Variability of E-field strength upon size of electrodes (E+G) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- Rectangular) 

 

Fig.4 Variability of E-field strength upon size of electrodes (E+S) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- Rectangular) 
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Simulation results of protocols for group-1 (Shape –Rectangular, Current intensity-1 mA) 

Size 

(cm2) 

Thickness 

(mm) E-field strength 

(99.9%) (V/m) 

Focality (75%) 

(mm3) 

Thickness 

(mm) E-field strength 

(99.9%) (V/m) 

Focality 

(75%) 

(mm3) (E+G) (E+S) 
1×1 1+5 3.08e-01 8.92e+03 1+5 3.09e-01 8.92e+03 

1×1 2+5 3.08e-01 8.92e+03 2+5 3.09e-01 8.92e+03 

1×1 3+5 3.08e-01 8.92e+03 3+5 3.09e-01 8.92e+03 

1×1 4+5 3.08e-01 8.92e+03 4+5 3.09e-01 8.92e+03 

1×1 5+5 3.08e-01 8.92e+03 5+5 3.09e-01 8.92e+03 

3×3 1+5 3.01e-01 7.65e+03 1+5 3.02e-01 7.60e+03 

3×3 2+5 3.01e-01 7.65e+03 2+5 3.02e-01 7.60e+03 

3×3 3+5 3.01e-01 7.65e+03 3+5 3.02e-01 7.60e+03 

3×3 4+5 3.01e-01 7.65e+03 4+5 3.02e-01 7.60e+03 

3×3 5+5 3.01e-01 7.65e+03 5+5 3.02e-01 7.60e+03 

5×5 1+5 2.64e-01 6.40e+03 1+5 2.62e-01 6.32e+03 

5×5 2+5 2.64e-01 6.40e+03 2+5 2.62e-01 6.32e+03 

5×5 3+5 2.64e-01 6.40e+03 3+5 2.62e-01 6.32e+03 

5×5 4+5 2.64e-01 6.41e+03 4+5 2.62e-01 6.32e+03 

5×5 5+5 2.64e-01 6.41e+03 5+5 2.62e-01 6.32e+03 
 

Table.2: Simulation results of protocols for group-1 (Shape –Rectangular, Current intensity-1 mA) (E+G- Electrode+gel, E+S- Electrode+ sponge) 
 

Table.3 shows Simulation results of protocols for group-2. 

Fig.5 shows the electric field generated due to the combination 

of electrode and gel. In contrast, Fig. 6 shows the electric field 

generated due to the combination of electrode and sponge in a 

circular electrode type. The gel shows good conductivity over 

a sponge which typically ranges from 0.09-0.24 when applied 

to the circular shape of the electrode. The average electric 

field for 1×1 cm2 is 3.06e-01 V/m in 99.9 % of the total peak 

electric field within the grey matter of a subject. Focality 

shows that 8.97e+03 mm3 volume is exposed with an electric 

field for 75% of the peak electric field. The average electric 

field for 3×3 cm2 is 2.97e-01 V/m in 99.9 % of the total peak 

electric field within the grey matter of a subject. Focality 

shows that 7.99e+03 mm3 volume is exposed with an electric 

field for 75% of the peak electric field. The average electric 

field for 5×5 cm2 is 2.76e-01 V/m in 99.9 % of the total peak 

electric field within the grey matter of a subject. Focality 

shows that 7.04e+03 mm3 volume is exposed to an electric 

field for 75% of the peak electric field. Sponge shows a 

minimal change of conductivity decline compared with 

electrode gel. The average electric field for 1×1 cm2 is 3.05e- 

01 V/m in 99.9 % of the total peak electric field within the 

grey matter of a subject. Focality shows that 8.95e+03 mm3 

volume is exposed with an electric field for 75% of the peak 

electric field. The average electric field for 3×3 cm2 is 2.96e- 

01 V/m in 99.9 % of the total peak electric field within the 

grey matter of a subject. Focality shows that 7.94e+03 mm3 

volume is exposed with an electric field for 75% of the peak 

electric field. The average electric field for 5×5 cm2 is 2.71e- 

01 V/m in 99.9 % of the total peak electric field within the 

grey matter of a subject. Focality shows that 7.00e+03 mm3 

volume is exposed with an electric field for 75% of the peak 

electric field. 

 

   
 

   

Fig.5 Variability of E-field strength upon the size of electrodes (E+G) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- Circular 
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Fig.6 Variability of E-field strength upon the size of electrodes (E+S) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- Circular) 

 
Simulation results of protocols for group-2 (Shape –Elliptical, Current intensity-1 mA) 

 

Size 

(cm2) 

Thickness 

(mm) 

 

E-field strength 

(99.9%) (V/m) 

 

Focality (75%) 

(mm3) 

Thickness 

(mm) 

E-field 

strength 

(99.9%) 
(V/m) 

Focality 

(75%) 

(mm3) (E+G) (E+S) 

1×1 1+5 3.06e-01 8.97e+03 1+5 3.05e-01 8.95e+03 

1×1 2+5 3.06e-01 8.97e+03 2+5 3.05e-01 8.95e+03 

1×1 3+5 3.06e-01 8.97e+03 3+5 3.05e-01 8.95e+03 

1×1 4+5 3.06e-01 8.97e+03 4+5 3.05e-01 8.95e+03 

1×1 5+5 3.06e-01 8.97e+03 5+5 3.05e-01 8.95e+03 

3×3 1+5 2.97e-01 7.99e+03 1+5 2.96e-01 7.94e+03 

3×3 2+5 2.97e-01 7.99e+03 2+5 2.96e-01 7.94e+03 

3×3 3+5 2.97e-01 7.99e+03 3+5 2.96e-01 7.94e+03 

3×3 4+5 2.97e-01 7.99e+03 4+5 2.96e-01 7.94e+03 

3×3 5+5 2.97e-01 7.99e+03 5+5 2.96e-01 7.94e+03 

5×5 1+5 2.76e-01 7.04e+03 1+5 2.71e-01 7.00e+03 

5×5 2+5 2.76e-01 7.04e+03 2+5 2.71e-01 7.00e+03 

5×5 3+5 2.76e-01 7.04e+03 3+5 2.71e-01 7.00e+03 

5×5 4+5 2.76e-01 7.04e+03 4+5 2.71e-01 7.00e+03 

5×5 5+5 2.76e-01 7.04e+03 5+5 2.71e-01 7.00e+03 

 

Table.3: Simulation results of protocols for group-2 (Shape –Elliptical, Current intensity-1 mA) (E+G- Electrode+gel, E+S- Electrode+ sponge) 

IV. DISCUSSION: Results of both simulations show similar 

electric fields and focality when compared to the electrode+gel 

and electrode+sponge combination. The difference between 

the parameters is negligible, concluding that it is more 

convenient to use electrode+sponge for stimulation as it is 

more comfortable for users or physicians for the application 

and firm adhesion to the subject's skin. Also, the thickness of 

the electrode in the range of 1-5 mm does not show any 

significant change in electric field strength when used with the 

same electrode size, i.e., for 1×1 cm2, 3×3 cm2, and 5×5 cm2. 

But change in the electrode's size and shape results in 

measurable change for electric field and focality both. The 

average electric field strength of 1×1 cm2 is 3.08E-01 V/m and 

8.92E+03 mm3 focality in the targeted grey matter of the 

subject's brain. It reduces to 2.27 %, i.e., 3.01E-01 V/m and 

7.65E+03 mm3, when a 3×3 cm2 rectangular electrode is 

combined with electrode+gel. Further, it reduces to 14.28 %, 

i.e., 2.64E-01 V/m (electric field strength) and 6.41E+03 

(Focality) in 5×5 cm2 compared to 1×1 cm2. In case of 

electrode+sponge, the electric field strength in 1×1 cm2, 3×3 

cm2 and 5×5 cm2 are 3.09E-01 V/m, 3.02E-01 V/m and 2.62E-

01 V/m respectively and focality 8.92E+03 mm3, 7.60E+03 

mm3 and 6.32E+03 mm3 respectively. Fig.7 and 8 show the 

Variability of E-field strength (a) and focality (b) upon the 

size of electrodes (E+G) (Stimulation protocols: Current 

intensity- 1 mA, shape of electrode- Rectangular) and 

Variability of E-field strength (a) and focality (b) upon the size 

of electrodes (E+S) (Stimulation protocols: Current intensity- 

1        mA,        shape        of        electrode-        Rectangular). 
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Fig.7 Variability of E-field strength (a) and focality (b) upon the size of electrodes (E+G) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- 

Rectangular) 
 

 

  
 

 

    

Fig.8 Variability of E-field strength (a) and focality (b) upon the size of electrodes (E+S) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- 

Rectangular) 

For circular electrodes, the average electric field strength of 

1×1 cm2 is 3.06+E-01 V/m and 8.97E+03 mm3 focality in the 

targeted grey matter of the subject's brain. It reduces to 2.27 

%, i.e., 2.97E-01 V/m and 7.99E+03 mm3, when a 3×3 cm2 

circular electrode is combined with electrode+gel. Further, it 

reduces to 14.28 %, i.e., 2.76E-01 V/m (electric field strength) 

and 7.04E+03 (Focality) in 5×5 cm2 compared to 1×1 cm2. In 

case of electrode+sponge, the electric field strength in 1×1 

cm2, 3×3 cm2 and 5×5 cm2 are 3.05E-01 V/m, 2.96E-01 V/m 

and 2.71E-01 V/m respectively and focality 8.95E+03 mm3, 

7.94E+03 mm3 and 7.00E+03 mm3 respectively. Fig.9 and 10 

show the Variability of E-field strength (a) and focality (b) 

upon the size of electrodes (E+G) (Stimulation protocols: 

Current intensity- 1 mA, shape of electrode- Circular) and 

Variability of E-field strength (a) and focality (b) upon the size 

of electrodes (E+S) (Stimulation protocols: Current intensity- 

1         mA,         shape         of         electrode-         Circular). 

 

  
 

 

 
 

 

 

 

 
 

 

Fig.9 Variability of E-field strength (a) and focality (b) upon size of electrodes (E+G) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- 

Circular) 
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Fig.10 Variability of E-field strength (a) and focality (b) upon the size of electrodes (E+S) (Stimulation protocols: Current intensity- 1 mA, shape of electrode- 

Circular) 

V. CONCLUSION: 

The size and shape of the electrodes used in transcranial direct 

current stimulation (tDCS) can affect the distribution of the 

electric current flowing through the brain. A larger electrode 

size can result in a more diffuse current distribution, 

potentially affecting a wider brain area. On the other hand, a 

smaller electrode size can result in a more focal distribution of 

current, potentially affecting a specific brain region. A circular 

electrode will have a more symmetrical current distribution, 

while a rectangular electrode will have a more asymmetrical 

distribution. The electrode size and shape choice can depend 

on the specific target area of the brain and the desired outcome 

of the tDCS session. A more focal stimulation will target a 

smaller area, whereas a less focal stimulation will have a more 

widespread effect. The focality of tDCS can be adjusted by 

varying the size and shape of the electrodes and the current 

density. We have considered the uniform thickness of the 

sponge and conductive gel. In future studies, one can vary the 

thickness of the conductive medium and check the effect on 

electric field strength and focality. 
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Abstract—In this study, a realistic rabbit OFF retinal ganglion 
cells (RGCs) model was utilized with various return electrodes 
configurations to determine the optimal activation approach 
for retinal prosthesis. Monopolar and hexapolar return elec- 
trode configurations placed epiretinally were utilized. Four types 
of waveforms were used to deliver the current through the 
stimulating electrode: biphasic cathodic first, biphasic anodic 
first, monophasic cathodic, and monophasic anodic pulses. The 
RGC response was computed at three locations. When the 
RGC was placed directly below the stimulating electrode, no 
discernible difference in the required current thresholds for 
activating RGCs was found between monopolar and hexapolar 
return electrodes configurations irrespective of the used current 
stimulus waveform. Moreover, when the RGC was situated 
remotely, the variation in current thresholds between monopolar 
and hexapolar was evident. In addition, monophasic anodic 
was more efficient for monopolar configuration. Additionally, 
monophasic cathodic stimulation stimulates the RGCs closest to 
the stimulating electrode. 

Index Terms—RGC, Retinal implants, Hexapolar, Monopolar, 
Electrical stimulation 

 

I. INTRODUCTION 

Retinitis Pigmentosa (RP) is a hereditary condition that 

affects roughly 1 in 4000 people individuals globally [1]. 

The disease is characterized by the gradual loss of pho- 

toreceptors within the retina and is accompanied by severe 

impaired vision. Laser, gene, and pharmacological therapies 

are being investigated as potential treatments for various 

degenerative vision disorders [2]. Retinal prostheses devices 

are proposed to restore vision in patients with vision im- 

pairment by stimulating surviving retinal neurons electrically. 

Four types of retinal prostheses were proposed: epiretinal, 

subretinal, suprachoroidal and transscleral. Regardless of the 

type employed, the objective is to electrically excite intact 

retinal ganglion cells in order to generate percepts that carry 

visual scene information. Clinical trials have demonstrated that 

blind patients can perceive and identify simple shape objects 

after retinal prosthesis implantation and rehabilitation training 

[1]. However, the resolution of these devices remain needing 

more improvement. 

The performance of retinal implants is associated with 

operational and safety issues. For example, the injected charge 

should be within the safe charge limit for electrodes [1]. 

Neurological damage and electrode corrosion can be avoided 

by keeping the charge density below 300 µC cm−2, which 

is the safe limit for platinum electrodes [13]. Moreover, the 

length, type and symmetry of pulse duration have been found 

to have great impact on neural electrical stimulation in differ- 

ent studies [4]–[6]. The activation of passage axons in retinal 

implants, which has a substantial impact on the resolution 

of the perceived image, has been successfully avoided using, 

for instance, shorter pulses (0.1 ms) or bigger pulses (25 

ms) [5]. Additionally, the asymmetry of pulses has been 

shown to minimize the threshold for activating retinal neurons. 

Therefore, investigating effective stimulation paradigms will 

be useful for enhancing the performance of retinal prostheses. 

The utilized return electrodes configuration during electri- 

cal stimulation has an impact on the threshold and spatial 

activation, according to studies on cochlear and visual im- 

plants [1], [3]. Various return electrodes are proposed for on 

cochlear and visual prosthesis such as monopolar, bipolar, 

tripolar and hexapolar configurations. These studies showed 

generally monopolar configuration activated neurons with low 

charge injection where other configurations provide a confined 

activation [1], [3]. 

Investigating the effects of return electrode arrangements 

on retinal electrical stimulation is the goal of this study. This 

investigation was conducted using a model of morphologically 

realistic RGCs with epiretinal stimulation. The effects of 

two return electrodes with four types of pulse duration were 

simulated and compared. 

 
II. METHODS 

The morphologically accurate rabbit OFF RGC model cre- 

ated by Guo et al. was successfully recreated using COMSOL 

Multiphysics finite element simulation software [7]. A semi- 

ellipsoid region that resembled the extracellular medium was 

used to contain the morphologically realistic OFF RGC cell. 

The soma, axon, hillock, axon initial segment (AIS), and 

dendrites make up this particular type of cell (Fig. 1a). Two 

of the current return electrodes used in retinal implants were 

investigated: hexapolar and monopolar. First, the hexapolar 

configuration was set up in a hexagonal layout (Fig. 1b). It 

consists of six return electrodes that are circular, 200 µm 

in diameter, and spaced 400 µm apart from one another. 

According to the illustration in (Fig. 1b), the central electrode 

of the hexagon acted as the stimulating electrode, while the 

six nearby local electrodes served as returns connected to the 

ground. Second, the return electrode in the monopolar setup 

is situated far away, at the ellipsoid’s bottom boundaries (Fig. 

1c). 

9

mailto:a.alqahtani@mu.edu.sa


Ninth International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, March 16 - 17, 2023 

..ISBN - 979-8-3503-3816-4 

m ion 
  m 

 
 

 

 
Fig. 1. The epiretinal stimulation models settings (a) the morphologically realistic rabbit OFF RGC (b) hexapolar (c) monopolar return electrodes configurations. 
The return electrodes are shown by black circles, whereas the stimulating electrodes are depicted by red circles. (d) the four stimulus waveforms utilized in 
this investigation. 

 

Four kinds of waveforms with periods of 0.5 ms and 

no interphase intervals were used: biphasic cathodic first, 

biphasic anodic first, monophasic cathodic, and monophasic 

anodic pulses (Fig. 1d). To map the required thresholds for 

activating RGCs, the RGC was positioned at 120 µm below 

the stimulating electrode. The other two sites of measurements 

were 400 µm on the left and the right of the plane of the 

stimulating electrode at the same vertical distance (120 µm) . 

A. Mathematical Formulations 

The extracellular voltage distribution was governed by Pois- 

son’s equation in our OFF RGC discrete model (Ve): 

∇.(−σb∇Ve) = I (1) 

where σb is the vitreous layer’s electric conductivity of 1.28 

(S/m) [8] and I is the volumetric current density  (A/m3) 
due to cell membrane current flow. 

 
The varying-radius cable equation [9], which takes the 

variation in the radius of RGC compartments into account, 

was used to calculate the RGC activation as follows: 

∂ r2 ∂V d Vm 
[ ] = r(C + i ) (2) 

∂x 2ρi ∂x dt 

where the membrane potential is represented by Vm, x is 

the axial cable distance, r describes the RGC compartment’s 

radius (µm), ρi the intracellular resistivity and was set to 

110 Ω · cm, and membrane capacitance (Cm) expressed as 

a function of membrane area (µF/cm2). The total ionic 

current through the RGC membrane, expressed as a function 

of membrane area, is denoted by the symbol iion. 

All gating variables and the detailed ionic current formula- 

tions, conductance and kinetic parameter values of each rate 

and each RGC compartment can be found in more detail in 

[7]. 

 

III. RESULTS AND DISCUSSION 

A. The activation of RGCs below the stimulating Electrode 

Using either a monopolar or a hexapolar return electrode 

design, we assessed the necessary current to activate RGCs 

during epiretinal electrical stimulation. Our simulations (Fig. 

3) showed that, when the RGC was positioned exactly be- 

neath the stimulating electrode for any of the four stimulus 

waveforms, the necessary current thresholds for activating 

RGCs do not statistically differ between the monopolar and 

hexapolar return electrodes arrangements. These results seem 

to contradict the majority of in vitro and in vivo studies [1], 

[3], [10], which revealed that hexapolar configuration requires 

a current threshold that is at least two times greater than 

monopolar. On the other hand, our simulations are in line 

with a prior study that used in vitro testing and computer 

modeling to demonstrate the necessary current thresholds for 

activating RGCs during suprachoroidal electrical stimulation 

do not significantly differ between monopolar and multipolar 

configurations [11]. Furthermore, as shown in our simulations, 
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Fig. 2. Action potentials for various RGC compartments during using monopolar and hexapolar configurations with monophasic cathodic at (a) below the 
stimulating electrode and at a 400 µm distance on (b) left and (c) right of the stimulating electrode. 

 

recent computational studies have shown that when the elec- 

trode diameter is larger than the distance between electrodes 

and targeted tissue, the variation between monopolar and 

hexapolar in current thresholds for activating RGCs is minimal 

[12]–[14]. 

B. The activation of RGCs far away from the stimulating 

Electrode 

The variation in current thresholds between monopolar and 

hexapolar return electrode configurations has been clearly seen 

when the RGC was located far away from the stimulating 

electrode. For example when the RGC was positioned on 

the left side by 400 µm distance (Fig. 2b), the hexapolar 

configuration used higher current thresholds than monopolar 

with all the used pulse durations with a range of 13% 

to 80% (Fig. 3). Moreover, the range of variation in the 

current thresholds between the two return electrodes was 

obvious when the RGC is located on the right side by the 

same distance, which was between 4% to 95% (Fig. 3). 

That means there is a significant variation between the two 

kinds of return electrodes for only those RGCs located far 

away from the active electrode even if the distance between 

the active electrode and RGC was less than the electrode’s 

diameter. These significant findings explain and combine many 

in vivo and in vitro experiments [1], [3], [10], which pointed 

to monopolar configuration usually needing lower current 

thresholds compared to hexapolar, and there is no discernible 

difference between hexapolar and monopolar return electrodes 

when the distance between the active electrode and the targeted 

RGCs is less than the electrode diameter, according to several 

in vitro [11] and modeling studies [12]–[14]. 

C. The influence of pulse duration on RGC activation 

In retinal prostheses, the most common type of pulse is a 

biphasic charge-balanced pulse with a cathodic first [16]–[18]. 

It is known that cathodic phase depolarizes neurons close the 

activating electrode and generates an action potential, whereas 

the anodic phase hyperpolarizes proximal neurons [16]. Con- 

sequently, a cathodic pulse needs a lower charge to generate 

an action potential when the activating electrode is placed 

near neural cells [17]. However, several in vitro investigations 

utilizing subretinal prostheses found that anodal stimulation 

needed lower charge than cathodal stimulation to generate an 

action potential [16], [18]. Moreover, neuronal responses rely 

on the placement and proximity of the activating electrode to 

retinal neurons [13], [18]. Our simulations revealed valuable 

insights on the impact of pulse duration on the epiretinal 

electrical stimulation of RGCs. Firstly, monophasic anodic 

pulse duration was the lowest current threshold for monopolar 

configuration for the three locations of RGC and for the center 

RGC location during hexapolar configuration, which is an 

agreement with recent studies [4], [6], [16], [18]. Secondly, 

biphasic cathodic first pulse was the more efficient charge 

injection for hexapolar configuration with exception for those 

RGCs located directly below the stimulating electrode which is 

consistent with experimental study [15]. Thirdly, in contrast to 

all other pulse durations that target the RGC axon, monophasic 

cathodic pulse duration was the effective pulse for activating 

11
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Fig. 3. Current threshold for activating RGCs for either using (a) monpolar or (b) hexapolar configurations with using the four pulse durations: biphasic 
cathodic first (BC), biphasic anodic first (BA), monophasic cathodic (MC), and monophasic anodic (MA) pulses. 

 

those RGCs located below the stimulating electrode (Fig. 2a), 

which targets the soma or axon initial segment (AIS) of the 

RGC not its distal axon and that in agreement with [6]. When 

the RGC located away from the stimulating electrode, the 

axon was activated before the soma or AIS regardless the used 

pulse duration (Fig. 2b & c). This finding will be helpful for 

preferable retinal activation, which is considered as a one of 

the challenges associated with retinal implants. 

IV. CONCLUSION 

The impact of return electrodes configuration in retinal 

electrical stimulation was investigated using four types of 

current pulses. Both kinds of return electrodes configurations: 

hexapolar and monopolar need similar current thresholds to 

activate RGCs when the distance between the stimulating 

electrode and RGC is less than the electrode diameter (RGC 

is directly below the stimulating electrode). Monopolar return 

configuration exhibited lower current threshold when RGC 

was situated remotely either on left or right of the stimulating 

electrode. Monophasic anodic was the more efficient current 

waveform for monopolar (all positions) and hexapolar (center 

position) configurations while biphasic cathodic was the most 

efficient for hexapolar configuration when RGC was posi- 

tioned far away either left or right of the stimulating electrode. 
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Abstract— Atherosclerosis is one of the major causes of 

mortality worldwide. Identification of the plaque components in 

the coronary vessels is necessary to estimate the risk of 

cardiovascular disease and treatment at the early stage. Laser- 

induced breakdown spectroscopy (LIBS), a robust elemental 

analysis, was performed to obtain the elemental composition of 

normal and calcified plaque. For this process, phantoms 

mimicking the atherosclerotic plaques were fabricated using 

chemical constituents that highly match the optical properties of 

normal and calcified plaque. Further, optical transmission 

studies were performed in these phantoms around the 

wavelength of 1300 nm. A transmittance percentage of ~ 44.8% 

and ~ 0.75% were measured in the non-calcified and calcified 

plaque phantom, respectively. Studies based on LIBS provided 

prominent calcium peaks in calcified plaque at 400 nm, 590 nm 

and 780 nm, compared to non-calcified plaque. This can serve 

as a basic tool for the optical characterization of plaque and also 

lay a foundation for quantitative and elemental analysis of 

atherosclerotic plaque. 
 

Keywords—Laser-induced breakdown spectroscopy, 

atherosclerotic plaque, calcified, phantoms 

 

 
I. INTRODUCTION 

Cardiovascular disorders tend to affect the normal 

functioning of the heart. Atherosclerosis is a disease 
affecting the coronary arteries, which are the blood vessels 

supplying blood to the muscle mass of the heart [1]. It is a 

buildup of fats and cholesterol that results in the thickening 

of the intimal layer of arteries. Development of the plaques 

start to evolve with the buildup of small LDL cholesterol 

crystals in the intima (internal layer of artery) [2]. The plaque 

progresses with the proliferation of fibrous tissues, lowering 

the blood flow. The connective tissue is made up of the 

fibroblast. Calcium gets deposited in the blood vessels which 

ends up in the narrowing of the arteries, causing sclerosis [3]. 

Excising atherosclerotic plaque from the human body to 
study its optical properties is an invasive technique, so 

phantoms were designed to mimic the optical properties of 

human arteries and plaque which were used for studying the 

feasibility of using optical techniques. Existing imaging 

technologies such as computed tomography (CT), 

intravascular ultrasound (IVUS), magnetic resonance 

imaging (MRI), catheter-based contrast angiography, etc., 

pose limitations of limited temporal and spatial resolution, 

long scanning time, motion artifacts, risk of exposure to 
radiation, requirement of contrast agent, inability to 

distinguish the arterial wall layers, calcified and noncalcified 

plaque [4]. 

In this proposed work, the optical properties of 

atherosclerotic plaque were analyzed using transmission 

spectroscopy and the feasibility of characterizing elemental 

composition of atherosclerotic plaque phantoms was 

performed using laser induced breakdown spectroscopy 

(LIBS). LIBS is a method which helps in identifying the 

elemental composition of all types of materials independent 

of their state and it also helps in measurement of multiple 
elements [5]. Our results compare and evaluate the 

performance of optical techniques for further extension 

towards diagnostic and therapeutic applications in 

cardiology. 

II. MATERIALS AND METHODS 

Phantom preparation and optical analysis were 

performed according to the workflow process shown in Fig. 

1. Phantoms were prepared using gelatin, India ink and 

intralipid 20% in different compositions to mimic the 

atherosclerotic plaque. Gelatin was used as the base material 

for mimicking the plaque phantoms as it is water-soluble at 
high temperatures greater than 50° C. It can also mimic the 

optical properties of tissue when used with a scattering agent. 

India ink (Dr. Ph Martin’s) was used as the absorbing agent 

in mimicking the plaque phantoms [6]. Intralipid 20% 

(Fresenius Kabi) was chosen to be the scattering agent as it is 

biologically similar to lipid membrane of cells and its 

organelles of the body [6]. 
 

Fig. 1. Schematic of the workflow process. 

Samples were prepared using different concentrations 

of water, gelatin, ink and intralipid to mimic the normal artery 

and plaque phantoms. Non-calcified phantoms were prepared 

using the aforementioned constituents. Hydroxyapatite 
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(HAP) is a calcium phosphate substance that is similar to hard 

tissue in terms of morphology and composition which was 

used to mimic the calcified plaque [7]. Since hydroxyapatite 
is expensive, hydroxyapatite crystals were prepared using 

7.42 g of calcium hydroxide and 7.92 g of diammonium 

hydrogen phosphate in 100 ml of water, as shown in Eq. (1) 

[8]. 

 
10Ca(OH)2   + 6(NH4)2HPO4 → Ca10(PO4)6(OH)2 + 12NH3 

+ 18H2O (1) 

 

III. EXPERIMENTAL SETUP 

A. Transmission Spectroscopy Setup 

Transmission studies were performed using the 

transmission spectroscopy to analyze the optical properties of 

the atherosclerotic plaque phantoms. Transmission studies 

were performed for a wavelength of 1300 nm using a 

supercontinuum light source (Leukos – SM250-IR) which 

produces light ranging from wavelength 900 nm to 2800 nm. 

A band pass filter (Edmund Optics) of wavelength range from 

1280 nm to 1330 nm was used to limit the bandwidth of the 

 

 
 

Fig. 3. Schematic of LIBS setup. 

 

IV. RESULTS AND DISCUSSION 

A. Transmission Studies 

The transmitted intensity is governed by Beer 

Lambert’s law which is represented by the following Eq. (2), 
output signal  to the  required optical  window to perform 
transmission studies. The light transmitted through the 

sample that is mounted on the sample holder is detected by 
 

where, 

I=I0 e-αl (2) 

the optical spectrum analyser (AQ6370B, Yokogawa) via an 

optical fiber. The schematic of the transmission spectroscopy 

setup is shown in Fig. 2. 
 

Fig. 2. Schematic of transmission spectroscopy setup. 

 
B. Laser-Induced Breakdown Spectroscopy (LIBS) Setup 

A Q-switched Nd3+: YAG laser source was used to 

generate pulses of the laser in a 10 ns duration at a wavelength 

of 1064 nm. The energy of the laser source was fixed at 30 

mJ. The focusing lens L1 was placed after the laser source, 

with a focal length of 25 cm. It was followed by a sample 

holder where the sample was mounted. Followed by the 

sample holder was the focusing lens L2 which was placed at 

a focal length of 100 cm. The collecting fiber was used to 

collect and transmit the signal to the Ocean optics 

(USB2000+UV-VIS-ES) spectrometer which was connected 

to a computer where the data was collected and plotted using 
the Origin software. A schematic of the LIBS setup is shown 

in Fig. 3. 

I = Intensity of light transmitted through the sample 
Io = Intensity of incident light 
α = Absorption coefficient (cm-1) 
l = Optical path length (cm) 

 

Fig. 4. Spectrum of source and transmission spectra of the samples 
(substrate - slide glass, calcified and noncalcified plaque) at the 

center wavelength of 1300 nm. 

 

Figure 4 shows the spectrum of the source (blue trace), 

transmission spectrum of slide glass without the sample 

(black trace) and the two samples calcified (green trace) and 

non-calcified plaque phantom (red trace), in the wavelength 
range of 1240 nm to 1360 nm, with the center wavelength of 

1300 nm. Intensity of calcified plaque phantom decreases 

compared to the calcified plaque phantom. From Eq (2), 

absorbance and transmittance are calculated for non-calcified 

and calcified plaque samples as tabulated in Table I. 
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TABLE I. TRANSMITTANCE (%), ABSORPTION COEFFICIENT AND 

ABSORBANCE CALCULATED FOR NON-CALCIFIED AND CALCIFIED PLAQUE 

AT WAVELENGTH 1300 NM 
 

Phantoms Transmittance 

(%) 

Absorption 

coefficient 

(mm-1) 

Absorbance 

Non-calcified 44.8 0.8 0.348 

Calcified 0.748 4.89 2.126 

 

 
B. LIBS Studies 

i. Non-Calcified plaque phantom 

At a wavelength of 500 nm, carbon was found to be 

prominent and at a wavelength of 780 nm, oxygen was 

obtained and at a wavelength of 680 nm and 490 nm, 
hydrogen was found to be prominent, in non-calcified plaque 

phantom. Trace amounts of phosphorus, sodium and nitrogen 

were also obtained as shown in Fig. 5. These elements are the 

constituents of the materials like gelatin, ink and which was 

used to mimic the non-calcified plaque phantom. The results 

were verified using the NIST Database [9]. 

 

ii. Calcified plaque phantom 

At a wavelength of 400 nm calcium was found to be 

prominent and from the range of 400 nm to 900 nm many 

traces of calcium were found as shown in Fig. 6, in calcified 
plaque phantom. This is due to the presence of hydroxyapatite 

which was coated on the plaque sample to mimic the calcified 

plaque. The results were verified using the NIST Database. 
 

Fig. 5. LIBS analysis of non-calcified plaque. 
 

Wavelength (nm) 
Fig. 6. LIBS analysis of calcified plaque. 

 

The elements at the prominent peaks in the different samples 

and their corresponding wavelengths are tabulated in Table 

II. 

TABLE II. EXPERIMENTAL RESULTS OBTAINED USING LIBS 
 

Samples Corresponding 

wavelengths 

(nm) of the elements 

Elements denoted by 

prominent peaks 

Non- 

calcified 

plaque 

500 

680 
790 

Carbon 

Hydrogen 

Oxygen 

Calcified 

plaque 

400 

590 

780 

 
Calcium 

 
 

IV. CONCLUSION 

In transmission studies it was clearly observed that the 

transmittance percentage decreases for calcified plaque 

compared to non-calcified plaque because of the increase in 

the attenuation coefficient of calcified plaque compared to 

non-calcified plaque. Change in the absorption characteristics 

of calcified, non-calcified plaque phantom and normal blood 

vessels can also help in the diagnosis of atherosclerosis. From 
the results obtained using transmission spectroscopy studies, 

absorption coefficient was estimated using Beer Lambert’s 

law and was found to be 8 cm-1 for non-calcified plaque 

phantom and 48.9 cm-1 for calcified plaque phantom which 

was verified from the literature. In the case of LIBS studies, 

at a wavelength of 400 nm Ca peaks were prominent for 

calcified plaque and for non-calcified plaque elements C, H, 

O were prominent in the wavelength range of 500 – 800 nm. 

This method could help to investigate the severity and 

progression of atherosclerotic plaque. Timely treatment could 

be provided by diagnosing the plaque formation at an early 

stage, thereby, avoid surgeries and also reduce mortality 
rates. 

One of the major advantages of LIBS is its easy detection 

of the trace elements and their spectral emission lines. It is a 

rapid, non-destructive method that makes it possible to 

analyze all types of materials regardless of their state. The 

other major advantage of LIBS is its non-ionizing radiation. 

LIBS can be used in real time diagnosis of atherosclerosis 

plaque using a portable version of the setup where the entire 

unit can be modified into a compact and simple optical fiber- 

based setup, incorporated with a catheter that could be used 

by the doctors to detect plaque in the patients. These optical 
studies also lay a foundation for quantitative and elemental 

analysis of atherosclerotic plaque. Besides diagnosis of early- 

stage atherosclerosis, this technique can also be extended 

towards therapeutic application in cardiology for the removal 

of plaque with appropriate laser parameters. 
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Abstract— Fluid-structure interaction (FSI) models provide 

promise for the study of normal and disordered heart function, 

particularly the effect of fluid dynamics on the motion of aortic 

valve (AV) leaflet. The objective of this study is to examine the 

impact of AV normal leaflets and AV with stenosis on blood flow 

by developing 2D FSI computational model to simulate the AV 

leaflets when interacting with blood motion. The AV leaflets was 

modelled using a spring-like derived formulation. Furthermore, 

the blood flow was modeled as an incompressible Navier-Stokes 

fluid, and the mesh deformation of the fluid and leaflets due to 

trans-valvular pressure on AV borders and the ensuing leaflets 

movement was calculated using the Arbitrary Lagrangian 

Eulerian (ALE) technique. The 2D model was able to reproduce 

AV leaflets opening profile as a result of the transvalvular 

pressure on AV. The maximum velocity simulated at the peak 

inlet velocity (at 0.2 s) was 1.47 m/s, and this value agreed with 

the reported range (1.1 – 1.7 m/s) from previous studies. 

Additionally, the simulated maximum flow velocity of the AV 

model with calcification was 2.58 m/s and it classifies as AV with 

mild stenosis based on the reported range from the literature. 

The developed FSI model provides insights into the impact fluid 

dynamics on the AV leaflets movement using a spring-like 

derived formulation. 

Keywords—aortic valve, fluid-structure interaction, 

calcification, transvalvular pressure, linear elastic  

 

I. INTRODUCTION 

Coronary artery diseases and aortic valve stenosis (AVS) 
is a major contributor to death and illness worldwide [1]. 
Aortic valve stenosis occurs due to the buildup of calcium on 
the valve leaflets during the cardiac cycle. Clinical studies 
have shown that this stenosis not only affects the flow of blood 
in the aortic root but also has a major impact on coronary 
artery flow and may lead to the development of coronary 
artery disease. The prevalence of AVS affects approximately 
2-7% of the population over 65 years of age [2, 3]. 
Consequently, this disease can lead to chest pain, shortness of 
breath, and fainting, and can increase the risk of heart failure 
and stroke [2]. 

Using computational fluid dynamics (CFD) simulations 
can provide a precise and accessible way to study outcomes 
that cannot be determined through clinical estimation or 
current experimental techniques. These simulations consider 
the unique interaction between the aortic valve (AV) and the 
structure of the left heart [4, 5]. In addition to improving the 
precision and reach of Transcatheter aortic valve implantation 
(TAVI), CFD modeling shows promise as a technique for 
guiding structural cardiac intervention [6, 7]. 

The objective of this study is to examine the impact of AV 
calcification on blood flow. The AV leaflets was modelled 
using a derived sprig-like model equation. The interaction 
between the fluid and AV leaflets was strongly coupled using 
ALE formulations. The simulations were performed using 
COMSOL Multiphysics 5.6 (COMSOL AB, Sweden). Such 
models might give insight into the interaction between AV 
function and blood flow that would not be easily obtained 
from clinical or experimental data alone. 

II. METHODS 

A. Model Geometry 

The geometry and dimensions of the 2D model are shown 
in Fig. 1 (a). The geometrical parameters (Table. 1) was 
adopted from [8] with some modifications. 

TABLE I.  2D AV MODEL GEOMETRICAL PARAMETERS. 

Parameter Value (mm) Description 

a 22.2 Ventricular side length (inlet) 
b 20.36 AV height 

c 23.5 Ascending aorta length (outlet) 
d 65 The model length 

e 13.5 AV leaflets length 

 

B. Fluid Properties and Formulation 

In this model, the incompressible Navier-Stokes equations 
were used to govern the fluid motion. We used a �-� RANS 
model to simulate turbulent flow. 

� ���⃗ ��	 + ����⃗ � ∙ ∇����⃗ � = ∇� ∙ �−�� + �� + ����∇μ + �∇μ���� + F (1) 

�∇�  ∙ ��⃗ � = 0 (2) 

� ��
�	 + ����⃗ � ∙ ∇��� = ∇� ∙ � � + ��!"

# ∇��$ + P& − �' (3) 

(" = ���∇���⃗ �: �∇���⃗ � + �∇���⃗ ���� (4) 

� �'
�	 + ����⃗ � ∙ ∇��' = ∇� ∙ � � + ��!*

# ∇�'$ + C,-
'
� (" − C,.� '.

�  (5) 

 

Where ������⃗  and �  denote the fluid velocity and pressure, 

respectively. � is the identity matrix, /0  denotes the spatial 
gradient, � is the turbulent kinetic energy dissipation rate, and 

�� =  �12 "3
4 is the turbulent viscosity. Moreover, !", !4, 1*-, 

1*.  and 12  are the model parameters. ��  and � denote the 

viscosity and density of the blood and were set to 4.71× 103 
Pa s and 1060 kg/m3, respectively. 
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Fig  2. Velocity and streamlines for normal AV. The time points are shown with red dots on the cardiac cycle. 

 
Fig  1. (a) Model geometry, (b) boundary conditions, and (c) Schematic 

diagram of AV model workflow. 

C. Muscular Model 

AV leaflets were modelled as linear spring (see Eq. (6) 
and (7)). The linear spring model was validated with Laplace 
law. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

5∇6 ∙ Γ- = 80∇6 ∙ Γ. = 89 (6) 

:Γ- = � ∇�;  �<=Γ. = � ∇�;  �<>
 (7) 

The /6 and /�6 are the material frame spatial derivatives 

and tangential gradients, respectively. Moreover, 80  and 89 

are the total fluid forces along x and y directions, 

respectively. The �<= and �<> are the displacement of the 

leaflets along x and y directions, respectively. The elastic 

stiffness of AV, �, was set to 2.5 N for normal leaflets and 25 
N for AV with stenosis. The stiffness for normal AV leaflets 
was adjusted to These values were chosen based on the 
reported young’s modulus values by [9]. 
 

D. Boundary Conditions 

As shown in Fig. 1 (b), a velocity profile was applied at 
the inlet boundary as expressed in Eq. (8), while zero pressure 
was set at the outlet boundary. 
 

?@A =  50.5 �1 − cos�5H	��                    	 I 0.40                                         0.4 I 	 I 0.6  (8) 

A strong coupling framework was used to examine the 
interaction between fluid and elastic boundaries (see Fig. 1 
(c)). The AV elastic leaflets edges were subjected to stress 
caused by fluid viscous stress and pressure. The displacement 
of the edges was then utilized as a boundary condition to 
determine the deformation at the interface. The velocity of 
the fluid on the leaflets was made equal to the wall velocity, 
and the ALE method was used to solve the fluid interior 
mesh. 

E. Mesh Convergence 

A mesh convergence analysis was conducted to determine the 
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Fig 3. Velocity and streamlines for AV with stenosis. 

optimal mesh refinement. The simulation results were stored 
every 1 ms with a maximum time step of 0.1 ms. Three 
distinct meshes were simulated with identical model settings, 
as indicated in the table. 2, and the differences between these 
mesh refinement options was calculated using Eq. (9). The 
differences were less than 1% during the different 
measurements of maximum of velocity, pressure, and leaflets 
displacement. The total number of elements in the selected 
mesh was 36.562 × 103. 
 

LMNNOPOQRO �%� =  |U- − U.|
U. V 100% (8) 

TABLE II.  MESH CONVERGENCE ANALYSIS. 

Number of elements 

Mesh 1 Mesh 2 Mesh 3 

16.284 × 103 36.562 × 103 50.991 × 103 

Differences 

Variable Meshes 

(1,2) 

Meshes 

(1,3) 

Meshes 

(2,3) 

Peak velocity (m/s) 0.013 0.034 0.04 

Maximum pressure (mmHg) 0.75 0.96 0.2 

Maximum leaflets 
displacement (mm) 

0.31 0.28 0.03 

 
 

III. RESULTS AND DISCUSSION 

 

A. Flow Velocity 

Fig. 2 illustrates the blood flow through the AV leaflet. 
The maximum velocity simulated at 0.2 s (the peak profile) 
was 1.47 m/s. The normal peak velocity is in agreement with 
the reported range (1.1 – 1.7 m/s) [10]. However, calcified AV 
simulation (see Fig. 3) shows higher flow velocity in 
comparison with the normal AV. The maximum velocity at 
0.2 s was 2.58 m/s, and this value is highly agreed with the 
reported range (2.5 – 2.9 m/s) [11]. In addition, the maximum 
flow velocity during the whole simulation is shown in Fig. 4 
(a) for both cases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Transvalvular Pressure Gradients and Leaflets Maximal 

Openning 

The transvalvular pressure gradient (TPG) of the AV 
leaflets was measured by taking the difference of the surface 
averaged pressure on both sides of the leaflets (ventricular and 
aortic root sides). The changes of TPG on AV leaflets during 
the simulation are shown in Fig. 4 (b). 

 

Fig  3. (a) Maximum flow velocity and (b) the transvalvular pressure on AV 
leaflet. 

The maximum value of TPG was 5.16 mmHg for normal 
AV simulation. This value in a good agreement with the 
reported value (6.47 mmHg) [12]. On the other hand, 
maximum TPG for AVS simulation was 12.6 mmHg and this 
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value highly agreed with previous stated range by [13] (11 – 
19 mmHg). 

Additionally, there was a noticeable variation in the 
maximal distance between the AV leaflets for both normal 
and diseased simulations. The leaflet maximum opening in 
normal simulation was 15.6 mm, whilst it was 8.7 mm for AV 
with stenosis. These values well agreed with the simulations 
results published previously by [14]. 

The extended work is to develop a 3D AV model coupled 
with pre- and after- load lumped-parameter models in order 
to incorporate realistic simulation and simulate aortic 
stenosis, systemic hypertension, and congestive heart failure. 
In addition, the effect of left ventricular outflow tract 
obstruction (LVOTO) on the AV can be investigated. 

IV. CONCLUSION 

The developed ALE-FSI model in this paper was able to 
examine the effect of AV calcification on blood flow. The 
AV was modelled using a derived spring-like model and the 
interaction between the fluid and AV elastic boundaries was 
fully coupled using ALE formulations. The simulations 
results show good agreement with the reported ranges from 
the literature regarding maximum velocity and TPG values. 
Such models might give insight into the interaction between 
AV function and blood flow that would not be easily obtained 
from clinical or experimental data alone.  
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Abstract— The mandated project is concerned with coming up 

with a sophisticated and cutting-edge way for average people to 

assess their health without a doctor's or lab technician's 

assistance. They can use the suggested equipment to 

independently monitor themselves. Sensors like the LM35 

temperature sensor and blood pressure sensor are used in 

health monitoring systems. The technology has been modified 

for a wireless emergency telemedicine system, and in this 

prototype, it aids the blinded by converting text into speech so 

they can hear the output. Remote health monitoring raises the 

standard of care, cuts down on attention, and gives patients 

more control. The system includes an Arduino, data cable, non-

invasive glucometer, digital sphygmomanometer, pulse 

oximeter sensor, heartbeat sensor, A/D device, signal learning 

circuit, and mobile. It is a reasonably priced, detachable 

device. Blood pressure, oxygen saturation, temperature, pulse 

rate, glucose level, and voice communication will all be 

displayed as a result of this gadget. In this project, an Arduino 

Uno is used to demonstrate IoT based e - health monitoring 

system. The system tracks the patient's critical health metrics 

and broadcasts the observed data on a specific IP address (Wi- 

Fi). To demonstrate the effectiveness of the suggested system, a 

prototype has been created. In order to avert problems and 

provide care for patients at the appropriate moment, the 

current research enables people periodically evaluate their 

health metrics. 

 

Keywords— IoT, E-health monitor, Wi-Fi, sensors, Arduino, 

Bluetooth, voice communication 

 

I INTRODUCTION 

A healthcare system is one that assists society in protecting 

and enhancing the health of its citizens. Medical 

professionals and engineers are working to make healthcare 

and biomedical technologies more advanced, computerized, 

and portable in order to meet the demands and requirements 
of patients [1]. As a consequence of rapid medical 

innovation, contemporary civilizations health-care systems 

have become significantly more mature and efficient. 

Individual wearable monitoring systems and portable 

technology are replacing traditional in hospital systems [2]. 

Many ideas for generating a faster and more accurate pre- 

diagnosis including examples for laypeople. The monitors 

under consideration had to be able to measure any or all of 

the vital signs such as heart rate, blood glucose level, 

oxygen saturation, blood pressure, and temperature in an 

outpatient setting with minimum restrictions on the patient's 

typical lifestyle. Monitoring blood glucose levels non- 
invasively using near-infrared spectroscopy. Monitoring 

blood glucose levels is essential to preventing diabetic 

complications and organ damage. Invasive glucose 

monitoring is painful and can harm nerves, hence non- 

invasive glucose testing is employed instead [3]. The 

amount of light that is perceived after passing through the 

finger can be used to assess blood glucose levels. An 
Android application (app) is created to display and preserve 

the measured glucose levels, together with the date and 

time, in a text file that can be accessed whenever necessary 

[4]. Exploring the use of voice message input by visually 

impaired people on mobile devices is difficulty of nonvisual 

text entering on mobile devices has been the subject of a lot 

of recent research [5]. The researcher has tried to overcome 

this problem using gestures, we look into a different mode 

of voice communication. Visually challenged persons 

utilized speech more frequently and input lengthier texts 

than sighted people, according to our findings. 

Regular blood pressure checks are crucial to prevent severe 
harm. For patients with diabetes and those just getting out of 

the hospital, maintaining and monitoring the blood glucose 

saturation level is essential [6]. To avoid serious 

consequences, they must get their blood pressure checked 

on a regular basis. Maintaining and tracking the blood 

glucose level saturation level is essential for patients who 

have recently been discharged from the hospital as well as 

diabetics. When we travel and there is an emergency the 

portable para monitor will come in handy and affordable. A 

smartphone application based on Android that 

communicates with Arduino software and a Bluetooth 
Module will assist visually challenged people by 

transforming text to audio [7]. The new technology allows 

patients in self-isolation or self-quarantine during pandemic 

of COVID 19 to report daily health parameters and is very 

difficulties to doctors via through mobile phones is a key 

contribution of this study. 

This project is for the common people to check their health 

parameters regularly. Here for the blind people, we are 

providing a loud speech output for them and also to give 

them a compact portable device which is easy to carry. 

While comparing to other devices in the market we are 
giving the best quality and a cost-effective device. The 

device will help in current COVID pandemic situation 

people don’t need to go to any clinics or hospitals for their 

regular health checkup they can check the vital health 

parameters in their home itself. Therefore, we gathered the 

main four health parameters such as SpO2, BP, temperature
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and glucose are measured and displayed text message and 

voice communication. In this context the present research 

demonstrates develop a portable vital parameter monitor 

system with an IP address, Bluetooth, and voice 

communication module. 

II MATERIALS AND METHODS 
In order to build the prototypic device, a variety of 

methods were employed to connect a variety of sensors 

(sensing body parameters) to an Arduino UNO and interface 

the Arduino UNO with an LCD 2*16 to review the results. 

The results will also be displayed on the Android app, which 
has a text-to-speech converter to make them audible to blind 

people. All of this device's data is kept on a smart phone, on 

which someone may install an app to access their medical 

records whenever they choose. For this reason, it won't be 

necessary to carry around additional equipment or have 

visiting doctors check these values. We've added some 

coding to our programming so that it can calculate 

associated parameters. This device was used to measure the 

body temperature, SPO2, blood pressure, and glucose level. 

Basic medical record by seeing these readings on the 

smartphone app and LCD. 

III BLOCK DIAGRAM 
Fig.1 displayed block diagram of a potential health 

monitoring gadget. In order to properly monitor the patient, 

we have created a project in which the MAX30100 sensor is 

used continuously to measure the blood oxygen saturation 

levels and heart rate. These two variables are shown on an 

LCD screen. When a patient's blood oxygen saturation level 

reaches a critical level, the oxygen supply is opened for the 

patient, and when it returns to normal, it is shut off. 

Therefore, this project aids in providing care for patients at 

the appropriate moment and avoiding problems. 

 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

Fig.1. Block diagram of a potential health monitoring gadget 

IV HARDWARE USED 

A. Power supply module 
A step down transformer in the power supply 

circuit reduces 230 volts into 12 volts. In this circuit, a 

bridge rectifier made of 4 diodes produces pulsed dc voltage 

that is then passed to a capacitor filter, which removes any 

remaining A.C components even after refinement. The 

regulator receives filtered DC voltage and outputs steady 

DC voltage of 12 volts. Although the required power is 5V 

DC, 230V AC power is turned to 12V AC. As a result, 17V 

AC power must first be converted to DC power before 

stepped down to 5V DC. 

Arduino uno kit 
The Arduino Uno is a open source microcontroller 

board created by Arduino that is based on Microchip 

ATmega 328P microprocessor. The board has input/output 

(I/O) pins for both digital and analogue circuits that can be 
connected to expansion boards (shields) and other boards. 

The Arduino IDE (Integrated Development Environment) 

and a type B USB connector can be used to programme the 

board's 14 digital I/O pins (six of which can be used to 

generate PWM output) and 6 analogue I/O pins. It can 

operate with voltages between 7 and 20 volts and can be 

fuelled by a USB cable or an external 9-volt battery. 

Memory 

The flash memory where the Arduino sketch is 

stored (programmable memory). Variables are created and 

updated in SRAM when the sketch runs (static random- 

access memory). Programmers can use EEPROM as a form 

of long-term memory. Flash memory and EEPROM are 

examples of non-volatile memory types (the information 
persists after the power is turned off). SRAM turns volatile 

and is lost when the power is switched on and off. 

Temperature sensor 
A number of procedures must be followed to 

ensure the best sensing accuracy. Self-heating has the 

potential to decrease accuracy, just like any other 

temperature-sensing gadget. The lowest current suitable for 

the application should be utilised with the LM135. At the 

maximum operating temperature, enough current must be 

supplied to power the calibration pot, the sensor, and any 

other external loads. Self-heating mistakes can be eliminated 
if the sensor is utilised in an environment with consistent 

thermal resistance. If the device is powered by a current that 

is temperature stable is feasible. The relationship between 

the temperature and the heating will depend on the zener 

voltage. Self-heating and scale factor errors are hence 

inversely related to absolute temperature. 

MAX30100 sensor 

MAX30100 combines a heart rate monitor and a 

pulse oximeter. It is an optical sensor that uses an infrared 

and red LED to emit two different light wavelengths before 

measuring the absorbance of pulsing blood using a 

photodetector. The device's 16-deep FIFO stores the digital 
output data, which is entirely programmable via software 

registers. I2C is a digital interface that connects it to the host 

microcontroller for communication. The pulse oximetry 

subsystem in the MAX30100 consists of an exclusive 

discrete temporal filter, 16-bit sigma delta ADC, and 

ambient light cancellation (ALC). Software can shut down 

the MAX30100, which runs on 1.8V and 3.3V power 

sources, with very minimal standby current. 

2x16 LCD Display 
Use of 16x2 standard alphanumeric LCD display, 

which is widely available and offer a simple method for 
displaying status messages for your project. A liquid crystal 

display, or LCD, screen is a type of electronic display 

module that has several uses. A 16x2 LCD display is a basic 

module that is used in a wide range of devices and circuits. 

It is possible to display 224 characters and symbols on the 
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16 x 2 intelligent alphanumeric dot matrix display. The 

command register of the display contains numerous 

commands. registries of data as a result, both the top 

polarising filter's angle and the angle of light passing 

through the polarised glass molecule alter. 

B. IR Sensor 
A relay is a switch that is electrically controlled. 

Relays that operate on a solid-state basis are one type, 

although many relays employ an electromagnet to 

mechanically operate a switch. Relays are used when a 

single signal has to control numerous circuits or when many 
low-power signals need to control different circuits 

individually. Relays with calibrated operating characteristics 

and occasionally several operating coils are used to protect 

electrical circuits from overload or flaws; in modern electric 

power systems, digital instruments still go by the term of 

"protective relays." 

C. BP sensor with pump 

Solid state blood pressure monitor may be used at 

home is extremely important for people with hyper tension. 

It is convenient to use and transport, making it especially 

useful in remote areas with few medical services. The 

pressure sensor in the chuff serves as the system's primary 

sensing component. This pressure sensor should be carefully 

chosen to provide an accurate and trustworthy measurement. 
One of the pressure sensors utilised in this system is the 

Honeywell 26 PC SMT pressure sensor. This sensor can 

measure higher pressure levels and is small and affordable. 

This sensor can measure pressure more rapidly and precisely 

since it is directly connected to the printed circuit board. 

D. Blue tooth module 

Bluetooth module that can transmit in both ways of HC- 
05. Consequently, it is full duplex. Most microcontrollers 

are compatible with it. Because it makes use of the Serial 
Port Protocol, it performs this (SSP). The module 

communicates at a baud rate of 9600 using a USART, while 

it also supports different baud rates. This module can 

therefore be connected to any microcontroller that supports 

USART. 

updating the Arduino board blueprints, which are made 

available under a Creative Commons licence. This makes 

the hardware open source and upgradeable. 

VI RESULTS AND DISCUSSION 
The data from each of the project's sensors is measured 

using the Arduino software. The measured parameters are 

displayed on an LCD screen, and the outputs are transmitted 

via Bluetooth to the mobile device where a text to speech 

converter reads them aloud. 

 
Fig. 2. Hardware set up of health monitoring device 

The prototype of health monitoring device is 

shown in the fig. 2. Which includes an LCD display that 

will show the output along with an Arduino, power supply, 

IR sensor, temperature sensor, pulse oximeter sensor, and 

blood pressure kit. A photodetector, two LEDs, better 

optics, low-noise analogue signal processing, and pulse 

oximetry and heart rate signals are employed to detect 

signals. In this study blood pressure sensor and an IR 

sensor used to monitor blood glucose levels. Using Arduino 
software, the data from each sensor in this project is 

measured. Users keep a finger on the sensor module to 

check their body temperature, SPO2 and glucose levels are 

also measured, and a blood pressure band is fastened to the 

wrist to measure blood pressure. The sensor output is 

displayed on the 2 x 16 LCD screen. 

V SOFTWARE USED 

A. Visual Studio 

Microsoft Visual Studio is used as an IDE. Simple 

developer features like IntelliSense code completion and 

debugging in Visual Studio Code are mixed with the 

simplicity of a source code editor. The heart of Visual 

Studio Code is a lightning-fast source code editor that's 

perfect for regular use. Syntax highlighting, bracket 

matching, auto-indentation, box selection, snippets, and 
other features are available in VS Code, which supports 

hundreds of different languages. Simple developer features 

like IntelliSense code completion and debugging in Visual 

Studio Code are mixed with the simplicity of a source code 

editor. The best web, native, and language-specific 

technology is included into the architecture of Visual Studio 

Code. 

B. Arduino Software 
A useful tool for acquiring new abilities is Arduino. 

Anyone can begin experimenting by following the step-by- 

step instructions in a kit or discussing ideas with other 

Arduino members online while utilising C programming for 

the AVR on Arduino. A knowledgeable circuit designer can 

create their own version of the module by extending and 

 
 

 

 
 

 

 
Fig. 3. Sensor Module 

 
Fig. 4. BP Parameter 
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Figs. 3 and 4 place users in their finger on the sensor 

module to check their body temperature. SPO2 and glucose 

levels are also recorded, and a blood pressure band is 

attached to the wrist to gauge blood pressure. Fig. 5 shows 

all vital health Parameters output in display. 

 

H- HIGH BLOOD PRESSURE 

S-SPO2 LEVEL 

T-TEMPERATURE 

G-GLUCOSE LEVEL 

D-DETECTING 

 
Fig. 5. All the Parameters Output in display 

 

Within 10 seconds of executing the procedure, the results 

are displayed on the LCD screen. Fig. 6. displayed output 

converted into speech communication message which can 

be identified by the visually impaired persons. 

 

 

 
 

 

 

 
 

 

 
 

Fig. 6. Displayed Output Converted into Speech 

Earlier created a similar device that continuously 

tracks the patient's health signs and is semi-portable. This 

wearable smart ECG has basic capabilities that patients can 

use to monitor and perform in real time. Healthcare 

professionals can use their smartphones to instantly and 

easily access patient data. Similarly, Checkme, a vital signs 

detector device, was created to reduce testing time, 
variations, and incorrect inputs throughout the Electronic 

Health Record in order to improve routine patient 

monitoring (EHR). People who are visually impaired can 

use this programme to translate text to speech by connecting 

a Bluetooth module to Arduino software. The results show 

that sensitivity was increased by introducing correlation 

features to show the natural relationship between the key 

parameters. The test results demonstrate the system's 

stability and outstanding measurement accuracy. 

Lei Ru et al. [8] reported that human health monitoring 

systems using the sensitive, precise, and accurate BP300 

sensors from the Internet of Things. Along with capacitors, 

resistors, and air pumps. The pressure sensor converts the 

blood flow pressure signal in the inflated bandage into a 

voltage signal with a voltage amplitude that is similar to that 

of the microcontroller. In order to make health monitoring 

more individualised and timelier, this project seeks to 

combine Internet of Things (IoT) technology with health 

monitoring. Real-time monitoring is provided by 

incorporating the data using the Internet of Things for 
processing, networking, and computing. The monitoring 

system recorded an average temperature of 36.5, 36.4, and 

36.5 (°C) for the three people whose temperatures were 

tested at 36.4, 36.7, and 36.5 (°C), respectively. The ECG 

acquisition system uses a clear and convenient display to 

show the user's ECG. 

Reflective pulse oximeter is built into the back cover of a 

smart portable device, making it simple to monitor heart rate 

(HR) and SpO2 for use at home [9]. With no significant 

difference shown by paired t-tests our prototype oximeter 

can achieve equivalent performance to a clinical oximeter 

for quick and easy measurement of SpO2 for mobile 

healthcare. Daarani and Kavitha Mani [10] investigated the 

non-invasive monitoring of blood glucose levels using a 
near-infrared sensor. They suggested that non-invasive 

technique to measure blood sugar levels. The blood glucose 

level is determined using the variation in NIR light intensity 

that the photo detector detects after passing through the 

finger. Non-invasive Glucose Measurement and Correlation 

with Heart Rate Variability. To monitor blood glucose 

levels and develop treatment plans for diabetes, blood 

glucose levels must be monitored often. Glucose 

measurement techniques and provide various classification 

characteristics based on size, invasiveness, investigated 

material, sensor qualities, applied method, activation type, 

response latency, measurement time, and data access [11]. 
Internet of things is becoming more and more popular in the 

field of remote monitoring in health care system [12]. The 

technology is well advanced that can identify a patient's 

dangerous condition by analysing sensor data and notifying 

medical staff, including nurses, doctors and hospital 

administrators via push alerts. Shahanim Mohamad Hadis et 

al. [13] developed an Internet of Things-based patient 

monitoring system that uses sensors to track two key vital 

signs. Two basic vital signs, such as body temperature and 

respiration rate, were developed into a patient monitoring 

system that was disclosed. The monitoring system was 
constructed using an IoT platform and the ESP8266 Wi-Fi 

Module and Arduino Mega 2560. Each sensor module uses 

temperature to determine the amount of each vital sign, 

which is done using two sensor modules can identify risk to 

a patient. IoT based diagnosing of heart rate and SpO2 

saturation level any patient can be detecting our body 

disease by an Electronics device. Max30100 electronics 

device with an oxygen level sensor and a pulse sensor 

provides the accurate readings, and all readings may be sent 

to the specific with the aid of a data base using the BLYNK 

mobile application or Think Speak [14]. 

Pulse oximeters are used to monitor the heart rate and 
arterial oxygen saturation was monitored by Madhan Mohan 

et al. [15]. Pulse oximeter photoplethysmography (PPG) 
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measurements are significantly impacted by the noise 

created by movement. The Normalized Least Mean Square 

is the foundation of the adaptive filter method (NLMS). A 

tri-axis accelerometer's data shows directionality on each of 

the three axes. The adaptive filter adds them all up and uses 

the result as reference noise signal. The recommended low- 

cost medical technology sensor system can be utilised as a 

wearable wireless sensor that can be used as a plug-and-play 

sensor with Arduino to track crucial human health 

indicators. [16]. The embedded systems, Arduino, GSM 

module, and other sensors, used in this study provide a 
straight forward monitoring method that does not require the 

use of a smartphone or internet connectivity. The 

recommended device is a portable system that records vital 

signs data and transmits text messages as warning signals in 

the event of a medical emergency [17]. The present study 

can used for vital health signs monitoring system in smart 

hospital for COVID-19 patients and visually impaired 

patients is affordable. 

VII CONCLUSIONS 

According to the results, sensitivity was enhanced by 

including correlation characteristics to show the natural link 

between the crucial factors. The COVID-19 epidemic 

increased the number of patients who required hospital 

admission. As a result of growing workloads and 
insufficient resources, hospitals around the world 

encountered problems. A completely functional smart 

hospital or intelligent senior living facility could result from 

the successful proposed design and execution of a full scale 

smart vital health sign monitoring system. The monitoring 

system was completed, allowing it to be used for a variety of 

clinical applications with minimal cost and installation time 

for bedridden patients, and comforting care patients using 

IoT platform. It is concluded that the Internet of Things- 

based human health monitoring system may give individuals 

access to daily health management, which is critical to 

raising the standard and quality of healthcare services. 
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Abstract- Sifting is an important activity in a wide range of 

applications, including image, video, and sensor fusion, 

ATM and network shifting, statistical modeling, 

forecasting, intelligent systems and robotics, and data 

gathering and databases. The proposed work's main 

objective is to develop a new data comparison technique 

that offers a limited technique for ordering or ranking 

networks based on speed, energy, and region. In this 

research, we offer a new area-efficient and comparative 

estimator for median filter application. This proposed 

system was written in Verilog HDL, simulated with 

Modelsim 6.4 c, then synthesized with the Xilinx tool. The 

suggested system is built on an FPGA Spartan 3 XC3S 200 

TQ-144. The design of a low-power, high-speed multiway 

merge sorting network for median filter applications is 

presented in this study. To achieve a balance between 

power efficiency and sorting performance, the suggested 

network employs a hybrid sorting strategy that incorporates 

the benefits of both parallel and serial sorting algorithms. 

The network is built utilizing a hybrid of digital and 

analogue circuit approaches, resulting in substantial power 

savings while retaining good sorting performance. The 

suggested median filter is assessed using simulation and 

experimental data, which show that it is more successful 

than existing techniques at lowering power consumption 

and improving sorting speed. 

Keywords- Median Filter; Field programmable gate 

arrays; Sorting; Sorting Networks; Xilinx; MATLAB; 

Image Processing; Multiway merge sorting; N-sorters. 
 

I. INTRODUCTION 

 
Computer science analog systems consist of preset 

wires that carry data and compare elements by number to 

link pairs of wires, switching the values on the lines if they 

are out of order, and are abstract devices. They are known 

as selecting networks when they are created with the 

intention of performing sorting on predetermined sets of 

values. Selecting channels differs from ordinary compared 

sorts in that they cannot handle inputs of any size and that 

the analogies they make follow a fixed order, regardless of 

the outcomes of earlier comparisons. 

The adaptability of comparison sequences is 

advantageous for parallel processing as well as hardware 

implementation. Sorting nets are simplistic, but their theory 

is unexpectedly complex and deep. Armstrong, Nelson, and 

O'Connor examined sorting networks for the first time 
around 1954, and they later filed for a patent on the 

concept. Both hardware and software may be used to create 

sorting networks. Donald Knuth explains how binary linear 

comparators may be built as simple and direct three-state 

electrical devices. Batcher advocated their use in place of 

buses and the speedier but even more expensive crossbar 

switches to construct computer hardware switching 

networks in 1968. Sorting nets, notably bitonic merge sort, 

have been used by the GPGPU community to construct 

sorting algorithms for visual processors since the 2000s. 

Applications for filtering include data mining, databases, 
image, video, and data analysis; automation; data science; 

scheduling; ATM and telecommunications shifting; and 

automation and machine intelligence. 

 
Filtering is typically performed in hardware for 

higher-performance applications, employing application- 

specific integrated circuits or specialized gate sets. The 

hardware sorting devices are designed For some 

applications that use image processing (like median 

filtering), the quantity of inputs might range from nine to 
tens of thousands. The source of data can be floating-point 

numbers with a precision of 4 to 256 bits, integers, or 

binary values. The main problems with hardware and 

software are hardware costs and power usage. In many 

applications, there are levels for the total chip area. Keeping 

chip temperatures low is a critical thing as fabrication 

methods progress because leakage current rises as 

temperature increases. The minimum amount of power 

must be used. An essential objective is to provide 

hardware-based sorting methods that are inexpensive and 

power-efficient. The typical method involves updating CAS 
(review and switch) devices within a network known as a 

batcher (or bitonic) chain. Hardware-based solutions exceed 

sequential software-based items due to their parallel nature. 

Hardware costs and battery life are based on the number of 

CAS units and the price of each CAS unit. 
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II. EXISTING WORK 

 
In Existing System presented a dynamic analysis 

based on streams of equally spaced random bits. In this 

computing paradigm, each digit is given the same weight. the 

likelihood of seeing a one in the stream as different to a “0” 

is used to encode numbers, which are limited to the [0, 1] 

interval. To demonstrate Conventional Design is used for the 

CAS Network is Designed. 
 

 

Fig.1.Existing System 

 
A predetermined number of these data and comparator 

units are used to connect pairs of wires, swapping values if 
they are not in the correct sequence. Filtering networks are 

networks that are obviously designed to do sorting on a set 

of data. Sorting networks differ from traditional comparison 

sorts in that they cannot handle very large inputs, and their 

assessment process is predetermined regardless of the results 

of earlier comparisons. For data and hardware 

implementation, this independence of comparison sequences 

is useful. Sorting is typically done in hardware for high- 

performance applications, employing FPGAs or application- 

specific embedded processors. Depending on the targeted 

uses, the electronics sorting devices are constructed 
differently. 

 
Today's hardware sorting networks employ three 

sorters that work together at every stage of the fusion 

process. Our mono devices have been demonstrated to be 
significantly quicker than previous cutting-edge 3-sorter 

networks for sorting a modest number N total of unsorted 

source values in the range of 3 to 16. In order to quickly sort 

N total > 16 inputs with a high proportion of unsorted inputs 

using Kenneth Batcher's systemic filtering network. 

Methods recommend multiple rows and columns that have 

been integrated, which combine more than three into a 

single sorted result list made from sorted lists. These 

multiple-way fusion methods employ just three sorters 

during the whole merge process and don't outperform 

Batcher's three merge networks in terms of speed. The 
UCMS algorithm shown here seems to have no connection 

to two of these multiway merging techniques. 

 
One group of academics presented SS-M(k), an 

algorithm for a systematic multiway merge sorting system. 
Recently, a multiway merging method for CPUs that seems 

to be analogous to the SS-M(k) was developed. The main 

goal of the Kolte group was to find the median of pixel 

windows, but they also provided whole sorting networks for 

multiway merge sorting for both odd and even rows. Their 

method is thought to require four more sorters to complete 

sorting a 4*4 rectangle, while the VV/UCMS approach only 

needs two additional 3 sorters. It is unknown how they 

construct their sorting networks. 

It is a challenging issue due to the competing 

objectives of low power consumption and quick sorting 

speed. Multiway merge sorting is a popular sorting 

approach for median filters since it is efficient and simple 

to apply. The trade-off between power consumption and 

sorting speed is one of our project's most difficult problems. 

This involves careful design of the sorting network, which 

includes selecting appropriate sorting components and 

optimizing the circuit topology. Median filters sometimes 

necessitate the simultaneous sorting of many data streams, 

increasing the complexity of the sorting network. To obtain 
the greatest potential performance, the design of our median 

filters necessitates a mix of advanced circuit design 

approaches, optimization algorithms, and rigorous trade-off 

analyses. 

 
The development of this method is a critical topic of 

study in computer science and electrical engineering. One 

of the most difficult aspects of constructing median filters is 

striking a balance between power usage and sorting speed. 

To address these issues, researchers have devised a number 

of approaches for improving the performance of multiway 

merge sorting networks. Overall, the design requires a mix 

of hardware and software modifications to attain the needed 

performance. 

 
III. PROPOSED WORK 

 
The proposed system has a technique for designing a 

digital-stream three-cell sorter that uses logic circuits with 

the suggested variables and muxes in high-value double 

time. Next, we look at a three-cell sorter median filter, 

which has three rows and three columns of cell sorters on 

both sides. This filter acts as a median and maintains 

minimization and maximisation after the process. Finally, 

we also use a VLSI part that reads text files. We can also 

use MATLAB as a part that also reads the text file into 
MATLAB because it should be on a text file because it 

converts pixels into an image and displays it as an image. 

Another system path is to acquire a jpg picture, convert it to 

RGB, then to grey-level data, then to source images, and 

finally to a text document. The MATLAB part illustrates 

the conversion of RGB to binary picture flow. The 

proposed data comparator includes two inputs and two 

outputs as its fundamental elements. Data signals have an 

internal structure made up of logic circuits that provide a 

signal that drives two multiplexers, which generate a high 

or low value based on the signal to identify which of the 
two inputs is greater. 

 
The basic action of the comparator is to subtract bits. 

A network of compare and swap (CAS) devices is 

frequently used. is set up, with hardware expenses and 
power requirements changing depending on the number and 

the price per CAS block. Our study indicates a labelling, 

space, and energy-efficient "shear sorting exploiting the 

"Three Cell Sorter" sorting method for networks. Two 

inputs and two outputs make up the proposed information 

comparator's basic structure. The data comparators' internal 

structure consists of digital logic that generates a signal that 

drives two multiplexers, which, depending on the signal, 

produce a high or low value to indicate which of the two 

inputs is higher. Fig. 1 provides a block schematic of the 

data comparators' fundamental layout. Subtracting two 
digits is the comparator's fundamental operation. 
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Block Diagram 
 

 

Fig.2. Block Diagram 

 

A. APPLICATION OF UNARY DESIGN: 

MEDIAN FILTER: 
 

 

 
Fig.3. Median Filter 

 

B. PROPOSED SYSTEM FLOW: 

RGB to binary picture conversion workflow 

(MATLAB Part) 

 

 

Fig.4. System Flow 

Fig.5. VLSI Part 
 

 

Fig.6. MATLAB PART 

C. FIELD-PROGRAMMABLE GATE ARRAY (FPGA) 

A Spartan-3 FPGA kit with a median filter can be 

used to achieve multiway merge sorting. By breaking up 
the data into smaller subarrays and sorting each one 
separately before merging them back together, the 

multiway merge sorting method can handle big datasets. 

The full dataset may be sorted by repeating this process. 

The size of the dataset and the quantity of RAM that is 

readily accessible often dictate the number of subarrays. A 

technique for digital signal processing called a median filter 

is frequently used to eliminate noise from a signal. It 

functions by taking the median value obtained from a 

collection of samples inside a sliding window and 

substituting it for the current value. This may aid in noise 

reduction and signal smoothing. You could design the 
sorting algorithm in a hardware description language like 

VHDL or Verilog and then implement multiway merge 

sorting on an FPGA. 

 
The sorting process may be greatly accelerated by 

programming the FPGA to carry out the processes in 

parallel. The finished product can either be delivered to an 

output device or kept in external memory. You may use a 

sliding window strategy to get the median value of the 

subarrays and then add a median filter to the sorting 

process. A hardware implementation of a median filter 

algorithm, such as a quick-select method or a bubble-sort 

algorithm, can be used to accomplish this. Each subarray 

can receive the median filter before being merged back 

together. Overall, putting multiway merge sorting with a 

median filter into practise on a Spartan-3 FPGA kit can be 

difficult and call for a solid grasp of digital signal 
processing and hardware design. Nevertheless, a high- 

performance sorting algorithm that is appropriate for large 

datasets may be created with careful preparation and 

execution. 
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IV. METHODOLOGY 

 
The essential point is that we will implement the VLSI 

code in Matlab, as well as receive the output in the FPGA 

Spartan kit and show it on the LED, as well as simulate it in 

the Xilinx ISE. In a sorting network, a median filter may be 

used to identify the median value in a sequence of integers. 
A An algorithm known as a sort channel can arrange a group 

of integers in a certain pattern by comparing and exchanging 

them. The median filter compares and swaps nearby items in 

the sequence until the centre element, or median, is in its 

proper location. This median value may then be applied to 

image or signal processing tasks like noise reduction or edge 

identification. The development of our project required the 

use of sophisticated algorithms and strategies to maximise 

the performance of the sorting network. The primary goal is 

to reduce power usage while maintaining fast sorting rates. 

This is accomplished by the employment of techniques like 
pipelining, parallel processing, and the application of 

specialised sorting algorithms. Furthermore, sophisticated 

circuit design approaches like dynamic power management 

and voltage scaling can be used to cut power usage even 

further. Overall, the objective is to build a sorting network 

that can effectively and swiftly sort massive volumes of data 

while consuming as little power as possible. 

 
The design of a low-power, high-speed multiway 

merge sorting network for a median filter using the three- 

shell sorter technique involves the following methodology: 

The first method is to define the problem statement and the 

objectives of the project. In this case, the goal is to create a 

low-power, high-speed multiway merge sorting network for 
a median filter using the three shell sorter technique. 

Conduct extensive research on the three-shell sorter 

technique, multiway merge sorting networks, and median 

filters. This will provide a better understanding of the 

concepts and techniques involved in the design process. 

Choose the appropriate design tools, such as CAD software, 

simulators, and programming languages, to develop and test 

the design. Select an appropriate algorithm for the multiway 

merge sorting network. The algorithm should be efficient 

and optimised for low power and high-speed operations, and 

then the circuit should be designed for the multiway merge 
sorting network using the selected algorithm. 

 
The circuit should be optimised for low power 

consumption and high-speed operations to Using simulators 

to simulate the design and test its functionality The 

simulation should be performed under various conditions to 

ensure the design is robust and reliable. And to optimise the 
design to achieve the desired performance metrics, such as 

low power consumption, high-speed operation, and 

accuracy. Implement the design on a suitable hardware 

platform, such as an FPGA or ASIC. Test and validate the 

design to ensure it meets the design requirements and 

objectives. In our document, we describe the design process, 

including the design specifications, algorithms, circuit 

diagrams, simulations, optimizations, and test results. 

V. SIMULATION IMPLEMENTATION 

A. HARDWARE DESCRIPTION LANGUAGE (HDL) 

Digital systems with millions of gates may now be 

implemented on a single silicon chip because of a sharp rise 
in the logic density of silicon chips. Two well-liked HDLs 
are VHDL and VERILOG, which can give a thorough and 

precise description of a design. The U.S. Department of 

Defense financed the development of VHDL, which stands 

for VHSIC hardware description language, in the early 

1980s. It offers clear representations of designs at various 

abstraction levels and can provide gate-level 

implementations of designs from their VHDL descriptions. 

VERILOG and ADA are comparable; however, VERILOG 

differs from ADA in a few keyways. This tutorial's goal is 

to introduce the modelling language VHDL. The standard 

language for describing the design and operation of 
integrated circuits is called VHDL (ICs). The Very High- 

Speed Integrated Circuits (VHSIC) programme of the US 

government created it, and the Institute of Electrical and 

Electronic Engineers (IEEE) approved it in 1987. It is stated 

using VHDL-93 and later versions' syntax and is subject to 

revision at least every five years. Differences in syntax 

shouldn't be a problem. 

 

B. VERILOG 

 
One of the two primary Hardware Description 

Languages (HDL) utilized by academic and industrial 

hardware designers is Verilog. As most electrical and 

computer engineers learn C in college, Verilog is quite 

similar to C and is well-liked by them. Gateway Design 

System Company, now a division of Cadence Design 

Systems, Inc., first released Verilog in 1985. Verilog HDL 

was a Cadence-only language until May 1990, when Open 

Verilog International (OVI) was established. In the hope 

that the language would gain more recognition and the 

market for software products connected to Verilog HDL 

would expand more quickly, Cadence was encouraged to 
make the language available in the public domain. 

 

VI. RESULTS 
 

Input Image Gray conversion 
 

 

Fig.7. OVERALL OUTPUT 
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Method 

name 

Area in number of LUT Delay 

Name LUT Gate 

Count 

Slices Delay Gate 

or 

logic 

delay 

Path 

or 

route 

delay 

Conventional 432 311 217 Total 
58.688 

Ns 

29.693 
Ns 

28.995 

ns 

Proposed 511 3849 259 54.946 
Ns 

28.442 
Ns 

26.504 
ns 

Fig.8. AREA AND DELAY COMMPARISON TABLE 
 

VII. CONCLUSION 

 

Some applications have made significant use of 

batcher sorting network. They are valued by communication 

systems and communication switching networks due to their 

linear shape. Yet, a tegs data type construction of a bigsorting 

network is costly since it requires so many CAS units. With 

higher input data resolution, the VLSI cost rises noticeably. 

Such networks' limited use is a result of their expensive 

hardware and high energy usage. This study indicates an 
architecture of sorting networks based on substring 

computing that is both space and power efficient. The 

handling of data has an impact on the basic gates that make 

up the required processes. The cost of converting datafrom/to 

binary is the only significant overhead in the technique. 

When compared to the expenditures of a traditional stacked 

binary system, more than only space and power benefits are 

shown. 
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Abstract— In this work, a blood flow-based method has been 

proposed to estimate beat to beat blood pressure parameters 

from the photoplethysmography (PPG) signal from a single 

PPG sensor. PPG signal represents the changes in the blood 

volume. The first derivative of it reflects the blood flow rate. In 

this work, the features are extracted from the blood flow rate 

reflected by the first derivative of PPG signal. The proposed 

method has been validated using Clinical data available in 

MIMIC II database. The validation shows that the systolic blood 

pressure and diastolic blood pressure estimated from a single 

site PPG signal has the mean error ± SD as 0.95 ± 5.14 mmHg 

for the beat-to-beat Pulse Pressure (PP) and 0.402 ± 4.85 mmHg 

for beat-to-beat Systolic Blood Pressure (SBP). 

 

Keywords—Cuffless Blood Pressure Measurement, 

Photoplethysmography, Stroke Volume, Pulse Pressure. 

I. INTRODUCTION 

Hypertension is the major reason for cardiovascular diseases 

(CVD), which is the major cause for 32% deaths worldwide 

[16]. In India, cardiovascular diseases were the main cause 

for more than 2.1 million deaths in 2015 [1]. And 24% of 

Acute Myocardial infarctions, 21% of Peripheral Vascular 

Disease and 29% of strokes are directly associated with 

chronic hypertension conditions [2]. Detection of 

hypertension in the early stages itself and appropriate medical 

interventions, lifestyle changes will drastically reduce the 

mortality rate due to CVDs. 

Currently Blood pressure is measured with cuff 

wrapped around the upper arm or wrist and the blood pressure 

is measured using sphygmomanometer. In this measurement, 

the cuff is inflated to give enough pressure to occlude the 

radial artery. Once the blood flow in radial artery is stopped 

completely, the pulse cannot be sensed in the forearm. Now 

the pressure on the cuff is reduced slowly. The pressure at 

which the pulse is sensed at the forearm/wrist is Systolic 

Blood Pressure(SBP). And the cuff pressure is further 

reduced and the pressure at which the Korotkoff sounds are 

observed through stethoscope is taken as Diastolic Blood 

Pressure (DBP). This measurement method is the golden 

standard in clinical practice. 

Oscillometric type blood pressure measurement is 

widely used nowadays in home and clinical environments. 

This measurement also uses the inflatable cuff. The cuff 

pressure is increased to 200mmHg and then reduced slowly. 

At a particular pressure, where the blood flow starts, there is 

some pressure oscillations produced at the cuff which can be 

sensed to calculate SBP and DBP. 

Cuffless BP measurement have been studied 

extensively in the literature [11,12,14,15]. Most of the works 

reported, calculate the blood pressure using Pulse Transit 

Time (PTT) [17] measured using PPG and ECG sensors. 

Pulse Transit Time (PTT) is the indirect measure of the Pulse 

Wave Velocity (PWV) from which the blood pressure can be 

estimated. There are two categories of cuffless BP 

measurement. One is cuffless BP measurement with 

calibration and another is without calibration. In the cuffless 

BP measurement using calibration, BP is measured using the 

standard measurement device along with the BP estimating 

parameters like PTT, Photoplethysmography Intensity Ratio 

(PIR) [18] etc to establish the relationship between the 

parameters/features of the measurement techniques and the 

blood pressure. 

Calibration free cuffless BP measurement doesn't 

require the BP measurement using the standard measurement 

device for each subject. Such techniques try to model the 

blood pressure in terms of the measured features with data 

from huge population [19]. Machine learning techniques are 

used widely for blood pressure estimation using the features 

extracted from the physiological signals. Cuffless BP 

measurement using the BCG [20] and SCG [21] and 

impedance analysis [22] were also reported in the literature. 

Few works also have been done to measure the blood pressure 

using single PPG sensor [5-12]. 

 

II. METHODS 

A. Photoplethysmography 

Photoplethysmography is an optical technique used to 
measure the blood volume changes in blood vessels in a non- 
invasive way. The light wave of a particular wavelength is 
passed through the skin surface. Part of which get absorbed or 
reflected that corresponds to the blood volume changes [3]. 
PPG sensor has a light source and photo detector. It is the 
inexpensive and non-invasive method to detect the 
cardiovascular pulse propagated throughout the body. Figure 
1 shows the setup and working of transmissive and reflective 
PPG sensor. 

Figure 1 also shows PPG waveform. The morphology of 
PPG signal is similar to that of blood pressure signal. Like BP 
signal, PPG signal also has systolic point, diastolic point and 
dicrotic notch which specifies the end of systolic cycle. The 
blood pressure estimation method proposed uses simple signal 
processing techniques so that the computational complexity of 
the method will be less. This enables the method to be used in 
wearable devices which uses computationally constraint low 
power microcontrollers. The PPG waveform reflects blood 
volume changes in blood vessels. 

33

mailto:mrama2@gmail.com


Ninth International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

 

 

ISBN : 979-8-3503-3816-4   
 

 
 

Figure 1. Transmissive and Reflective Type PPG Sensor and 

PPG Signal 

 
The first derivative of the blood volume will give blood 

flow rate. 

B. Blood Pressure from blood flow rate 

 

 

Figure 2. PPG Waveform and its first derivative 

For the two-element wind Kessel model, the flow rate is 

given by the following equation. 

Typical PPG signal and its first derivative that reflects 
blood flow [4] are given in Figure 2. The proposed method 
uses the first derivative of the PPG signal for finding the stoke 
volume and peak flow which are proportional to the Pulse 
Pressure and the Systolic Blood Pressure (SBP) respectively. 
The Arterial compliance (C) is the change in blood volume 
(dV) for a given change in the pressure(dP). The arterial 
compliance can be calculated as a ratio of total volume of 
blood ejected during a cardiac cycle (stroke volume) to 
maximum pressure difference (Pulse Pressure). 

𝑄(𝑡) = 
𝑃(𝑡) 

+ 𝐶 
𝑑𝑃(𝑡) 

𝑅 𝑑𝑡 
(2) 

𝐶 = 
𝑆𝑉 

𝑃𝑃 

 
(1) 

Where SV is Stoke Volume, and the PP is the Pulse 
Pressure. 

The proposed method, considers the arterial compliance as 
constant which makes the Pulse Pressure directly proportional 

Figure 3. Two element Wind Kessel Model 

 

At the systolic point, the pressure change with respect to time 

is not significant, the above equation reduces to 

to the Stroke Volume. The linear relationship between the 
pulse pressure and the stroke volume is derived from 
calibration. The measured Stroke Volume (SV) for multiple 

𝑄(𝑡) = 𝑃(𝑡) 
𝑅 

(3) 

cardiac cycles will be taken and calibrated against the actual 
Pulse Pressure (PP) measured using ABP signal. Here, the 
outliers are removed to get the better calibrated stroke 
Volume. 

The linear relationship between the systolic Blood 
Pressure (SBP) and the peak flow is derived using the two 
element windkessel model as shown in equation (4). The two- 
element wind Kessel model of arterial tree is a lumped model 
where the impedance offered by the arterial network to the 
blood flow is modelled as electrical parallel RC network. R 
represents systemic vascular resistance and C represents total 
arterial compliance. Figure 3 shows the 2-element wind 
Kessel model [5]. 

Two element windkessel models the low frequency 
components of arterial network well though it cannot predict 
the blood pressure wave shape accurately [4]. This makes the 
two-element windkessel model suitable for predicting the 
systolic, diastolic and pulse pressure accurately. 

Assuming the systemic vascular resistance also is a constant, 

at systolic points, 
 

𝑄(𝑇𝑠) ∝ 𝑃(𝑇𝑠) (4) 

The calibration is done with the known Systolic Pressure 

values and the relationship between the peak flow rate and 

the systolic pressure is derived for the subject. 

The proposed method has been applied on the clinical 

waveform data available on UCI machine learning 

repository. This contains pre-processed data from Multi- 

parameter Intelligent Monitoring in Intensive Care (MIMIC) 

II database [13]. Reference [14] gives the details of the pre- 

processing done on MIMIC II data. The dataset contains ECG 

data collected through bipolar limb lead II configuration, 

PPG from the patient’s finger and the Intra Arterial Blood 

Pressure (IABP) signal acquired from invasive cannula 

needle in the patient’s artery. The clinical waveform data 

34



Ninth International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

 

 

ISBN : 979-8-3503-3816-4   
 

containing the PPG and the ABP waveform are taken. Figure 

4 shows the PPG waveform, its first derivative and the 

corresponding Arterial Blood Pressure (ABP). The proposed 

method is applied to the data of 25 subjects. The BP 

estimation algorithm to estimate the Pulse Pressure and 

Systolic Blood pressure is given below. 

 

BP Estimation Algorithm: 
 

 

1. Load the mat file containing PPG, ABP data. 

2. Take PPG and ABP data for ith subject. 

3. Calculate the first derivative of PPG signal (flow 

signal) using MATLAB ‘gradient’ function. 

4. Find the peaks and its locations using MATLAB 

‘findpeaks’ function. 

5. Find the zero crossing of the first derivative of 

PPG signal. 

6. Find the area under the first derivative of PPG 

signal between the successive zero crossing points 

for each cardiac cycle. This gives the value 

proportionate to the stoke volume. 

7. Apply this stoke volume value on the linear 

expression relating the stroke volume and pulse 

pressure. (Derived through calibration) 

8. Apply the peak of 1st derivative of PPG signal on 

the linear expression relating the maximum flow 

and systolic pressure. (Derived through 

calibration) 

9. Find the Actual SBP (peak point) and DBP (valley 

point) of the ABP signal for each cardiac cycle. 

10. Find the error between the estimated Pulse 

Pressure, SBP to the actual Pulse Pressure and 

SBP measured from ABP signal. 

11. Find the mean error and standard deviation of PP 

and SBP for ith subject. 

12. Go to next subject’s signal. Repeat from step 2 

until total number of subjects becomes 25. 

13. Find the mean of the mean PP, SBP of all the 25 

subjects. 
 

 

. 

III. RESULTS 

A. Validation with Intra Arterial Blood Pressure 

Multi point calibration is done to get the best relationship 
between the pressure parameters and the PPG signal features. 
For the Pulse Pressure calibration and Systolic BP calibration, 
the Pulse Pressure/SBP from the invasive ABP waveform and 
the corresponding measure of stroke volume/Peak flow 
derived from PPG signal for 50 cardiac cycles have been 
taken. Few Cycles of PPG signal, its first derivative and the 
corresponding Arterial Blood pressure is shown in Figure 4. 
The peak of the first derivative of the PPG, which reflects the 
peak blood flow is correlated to the SBP and the area under 
the systolic flow curve which is the area above the zero- 
crossing line of the first derivative PPG curve. This area 
reflects the Stroke Volume (SV) which is correlated with the 
Pulse Pressure. 

 

 

 

 

 

Figure 4. PPG, 1st Derivative of PPG and ABP Signal 

Multi-point calibration is done to find the slope(M) and the 
intersect(C) for the linear relationship. Once the calibration is 
done for a subject, the relationship derived from the 
calibration is used to find the beat to beat and the mean of the 
PP and SBP for 100 cardiac cycles. Figure 5 shows the bland- 
Altmann plot of the beat to beat PP/SBP prediction. 

 

 
Figure 5. Beat to Beat Pulse Pressure 

 

Figure 6. Beat to Beat SBP 

IV. DISCUSSION 

The results of the flow-based blood pressure measurement 
have been compared with the work done earlier. Table 1 

35



Ninth International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

 

 

ISBN : 979-8-3503-3816-4   
 

shows the works done to extract the blood pressure parameters 
from the single site, finger PPG [15]. Though the combined 
mean error for the pulse pressure and the systolic blood 
pressure is lower for this work, the standard deviation for the 
pulse pressure is higher. And the correlation coefficient which 
we get (r = 0.29 for PP and r= 0.12 for SBP) shows that the 
predicted blood pressure follows the actual blood pressure 
accurately within certain minimal range. But it should be 
noted that in this work, the beat-to-beat BP is measured. It is 
observed that the there is less variations in the stroke volume 
calculated (area under the first derivative of PPG) to the higher 
pulse pressure variations which can be attributed to the larger 
deviations in the pulse pressure. In future, the method can be 
used to measure the average BP to evaluate the performance 
of proposed method. And the two PPG features can be used 
with the machine learning and deep learning frameworks to 
determine the prediction performance of such models. 

 
TABLE I. COMPARISON OF RESULTS OF BP ESTIMATION USING 

SINGLE SITE PHOTOPLETHYSMOGRAPHY 
 

 
 

Study 

 

 
Partici 
pants 

 
 

Gold 
Standard 

 
Signal 
type 

(Number 
of 

Features) 

 
 

 
Error 

(mmHg) 

Raichle et 
al. 

(2018)[5] 

all F, 
pregna 

nt 

ABP 
 

PPG(N/R) 
 

Ms =5±15 

Hsu et al. 
(2018) [6] 

94 
(45:M, 
49:F) 

 

N/R 
 

PPG(2) 
 

N/R 

Alex et al. 

(2018) [7] 
7(3:M, 

4:F) 
Volume 
Clamp 

 

PPG(2) 
 

RMSEs < 7 

Zadi et al. 

(2018) [8] 
15(18: 
M, 7:F) 

Volume 
Clamp 

 

PPG(2) 
 

RMSEs < 8 

Lin et al. 

(2018) [9] 

 

22 
Volume 
Clamp 

PPG(5), 
VPG(8),APG 

(6) 

MES = 4±9 
MED = 4±5 

Chandrase 

khar et al. 

(2018) [10] 

 

35 

 

ABP 

 

PPG(4) 

 
MES = 9 
MED = 8 

Dey et al. 

(2018) [11] 

205 

(90:M, 

115:F) 

 

Manual 

PPG/VPG/A 
PG(233) + 

Demograph 
ics (3) 

 
MAES = 7±9 
MAED = 5±6 

Acciaroli 

et al. 

(2018) [12] 

8 (7:M, 

1:F) 

 

Invasive 

 

PPG(10) 

 

RMSED = 7±2 

 

This work 

 

25 

 

Invasive 

 

PPG(1) 

MEPP = 0.95 
± 5.14 

MES = 0.402 
± 4.853 

 
 

V. CONCLUSION 

In this work, the two features, area under the 1st derivative 
of PPG curve during systolic phase and the peak of the first 
derivative of PPG signal are used to derive the Pulse Pressure 
and the SBP respectively. The models based on simplified 
expressions are used to estimate the PP and SBP by 
considering the total arterial compliance and the total 
peripheral resistance as constant. This approach reduces the 
computational complexity which aids the implementation of 

the proposed method in wearable devices. The combined 
mean error ± SD for the 25 subjects is 0.95 ± 5.14 and 0.402 
± 4.853 for beat-to-beat Pulse Pressure and the Systolic Blood 
Pressure respectively. 
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Abstract—This paper relates to the design of a novel reflectance 
pulse oximeter, which can measure not only the arterial oxygen 
saturation, but also that of carbon monoxide, in a non-contact 
manner. Such an instrument is especially relevant in the moni- 
toring of patients who have a history of smoking, or those who 
have been exposed to carbon monoxide poisoning, such as from 
fires. The remote manner of measurement ensures that the risk 
of contact contamination is eliminated, and that the instrument 
can be used on infants as well, especially those born prematurely 
and having sensitive skin. A novel algorithm was devised which 
uses light sources of three different wavelengths to calculate the 
above mentioned saturations. A thorough sensitivity analysis was 
performed to determine the most suitable wavelengths for the 
purpose, which were determined to be 660 nm, 640 nm, and 940 
nm. A system was designed to leverage the above mentioned 
algorithm, and the same was simulated using Simulink. The 
simulation gave satisfactory results, with maximum errors in 
calculation of oxygen and carbon monoxide saturations being 
0.36% and 0.66%, respectively. These results are discussed along 
with measures that can be used to improve accuracy. 

Keywords—Arterial blood, carboxyhemoglobin, deoxyhe- 
moglobin, oxyhemoglobin, sensitivity 

 

I. INTRODUCTION 

Pulse oximeters were first developed in 1941, and have 

been used extensively ever since to measure the pulse rate and 

oxygen saturation of blood in a non-invasive manner. This is 

done using photoplethysmography (PPG), an optical technique 

used to detect volumetric changes in blood in peripheral 

circulation. Typically, two different wavelengths of light (660 

nm and 940 nm) are used to quantify the composition of 

arterial blood [1]. 

Pulse oximeters have also been adapted to measure other 

vital parameters including breathing rate and perfusion index 

[2], [3]. A cutoff frequency of 10 - 35 Hz is recommended 

for the extraction of breathing rate from the PPG signal [3]. 

In addition, the PPG waveform obtained can be analyzed to 

qualitatively understand other variations in the blood volume, 

including changes in blood pressure [2]. Table I gives a list of 

vital parameters that can be measured or analyzed using pulse 

oximetry, along with their normal values [4]. 

TABLE I: List of vitals that can be assessed using a pulse 

oximeter 
 

Vital 
parameter 

Normal range Medical conditions 

Oxygen 
saturation 

95-100% Hypoxemia (< 90%) - can cause 
complications in organs and tissues 

Pulse rate 
(resting) 

1 - 1.6 Hz Arrhythmia - improper beating of 
the heart (Bradycardia - <1 Hz; 
Tachycardia - >1.6 Hz) 

Breathing rate 0.16–0.33 Hz Asthma, anxiety, pneumonia, con- 
gestive heart failure or lung disease 

Perfusion index 0.02% - 20% Peripheral artery diseases, diabetes, 
obesity or blood clots 

Blood pressure Systolic: 
90 - 120 mmHg 
Diastolic: 
60 - 80 mmHg 

Hypotension (lower   than   90/60 
mmHg) or hypertension (higher 
than 140/90 mmHg) 

 
Pulse oximeters can be of two types - transmittance and 

reflectance - based on whether they measure the intensity of 

light transmitted through the body part or that reflected from 

the body part. Commercially, transmittance pulse oximeters 

are the most widely used, but are limited by their application 

to extremities like fingertips and earlobes. Their accuracy also 

depends on factors such as vasoconstriction, probe placement, 

movement, and gravity artifacts. In recent years, however, 

reflectance oximetry has gained popularity, as they can be 

used in diverse locations such as the fingertip, wrist, chest, 

forehead, and earlobe. Studies, however, have shown that the 

fingertip is still the most preferred measurement site [5]- [9]. 

The finger, forehead and wrist reflectance values were found 

to have correlation coefficients of 0.8867, 0.8477 and 0.6358 

against the reference values, leading to the conclusion that 

reflectance PPG signals obtained from the finger were higher 

in quality than those obtained on the wrist or forehead [6]. 

In particular, the reflectance PPG obtained on the chest was 

found to be highly corrupted by breathing artifacts. The mean 

amplitude of PPGs were reported to be 1.95 V, 0.21 V, 0.46 

V, 0.26 V, 0.67 V and 0.73 V from the finger, upper wrist, 

lower wrist, arm, earlobe, and forehead, respectively [7]. 

Both transmittance and reflectance oximeters have to be 

worn on or placed in contact with the measurement site, which 
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may present risks related to the transmitting of contagious 

diseases or infection, and inaccuracies related to the placement 

of the sensor or movement artifact. For this reason, non-contact 

oximeters are being studied, but have not been successful 

enough to be made commercially available. In addition, non- 

contact pulse oximeters have mostly been designed using 

cameras and not light sources [10], [11]. This method, how- 

ever, takes a much longer measurement time compared to 

conventional light based oximeters (with each session taking 

between 35 minutes to 3.5 hours) [10], [11], and has a higher 

cost due to the presence of cameras. This paper attempts to use 

a reflectance pulse oximeter technique with different source 

and detector configurations, in conjunction with collimated 

light sources to measure the vitals in a non-contact manner. 

Though pulse oximeters are widely used, they are not 

without shortcomings and inaccuracies. Due to this reason, 

many doctors still prefer to use arterial blood gas analysis in 

critical conditions where accurate measurements are required, 

which is accepted as the gold standard in measuring oxygen 

saturation. One of the major causes of pulse oximeters out- 

putting falsely normal or high oxygen saturation is carbon 

monoxide poisoning [12]. Carbon monoxide (CO) is an odor- 

less, colorless, and tasteless gas, which can cause poisoning by 

limiting the supply of oxygen to organs. Every year, at least 

430 people die in the U.S. from accidental CO poisoning. 

Approximately 50,000 people in the U.S. visit the emergency 

department each year due to accidental CO poisoning [13]. 

The CO concentration in blood is usually between 0.5% and 

1.5% in non-smokers. A concentration of 10%-20% usually 

causes nausea, fatigue, and confusion. As it increases to 21%- 

30%, it is accompanied by headache, visual impairment and 

decreased sensory perception. A higher concentration (31%- 

50%) can cause dizziness, fainting, and vomiting, whereas a 

very high concentration (>51%) can trigger seizures, coma, 

and death [14]. To counter this issue, co-oximeters have been 

developed that use lights of multiple wavelengths and are 

capable of simultaneously measuring carbon monoxide and 

methemoglobin saturations as well [15]- [17]. However, these 

instruments use multiple light sources (up to 12), and are not 

capable of remote measurement through reflectance. 
This work differentiates from the above mentioned ap- 

proaches by using a novel algorithm using only three light 

sources, to combine the benefits of a reflectance pulse oximeter 

with that of a co-oximeter, to measure the saturations of 

oxygen and carbon-monoxide in a non-contact manner. The 

operational principles governing such a device are explained in 

Section II, and the algorithm is then introduced in Section III. 

Our model uses three light sources, of wavelengths 640 nm, 

660 nm, and 940 nm, which were selected after a theoretical 

sensitivity analysis, which is described in Section IV. There 

are models that evaluate the accuracy of pulse oximeter 

algorithms [18], but none for co-oximeters or reflectance 

oximeters. Hence, a Simulink based model was developed to 

evaluate the success of this wavelength selection, the details 

of which are discussed in Section V. Such a simulation will 

also be useful for preliminary testing of new algorithms, 

without the hardware and implementation costs associated 

with fabricating the same. The results of the same, along with 

measures that can be taken to improve accuracy, are discussed 

in Section VI. 

 
II. OPERATIONAL   PRINCIPLES 

This section discusses the operational principles required to 

understand the working of our proposed pulse oximeter - Beer 

Lambert’s law, and the composition of arterial blood. Finally, 

the working of a reflectance pulse oximeter is also explained 

in brief. 

 
A. Beer-Lambert’s Law 

Beer-Lambert’s law, also known as Beer-Lambert-Bouguer 

law, states that the absorbance of light of a wavelength λ, 

A(λ), in a homogeneous medium is proportional to the path 

length, l, and concentration of the absorbing species, c [1], 

and the proportionality constant ϵ(λ) is called the molar 

absorption coefficient or extinction coefficient of the substance 

at wavelength λ. The absorbance can then be calculated as 

a ratio of the logarithms of the intensity of light incident 

on the absorbing species (IO(λ)) and the intensity of light 

transmitted after absorption by the species (I(λ)). In particular, 

if n absorbing species are present in the solution, then the total 

absorbance At(λ) is given by 

n 

At(λ) = ci · ϵi · li. (1) 

i=1 
 

B. Composition of Arterial Blood 

The major species of hemoglobin present in arterial blood 

are oxyhemoglobin (HbO2), carboxyhemoglobin (HbCO), 

methemoglobin (MetHb), and reduced or deoxyhemoglobin 

(Hb). The relative compositions of HbO2, HbCO, and MetHb 

in a normal subject are 95-100%, 2-5% (or upto 9% in heavy 

smokers) and 0-3%, respectively [19]- [20]. The extinction 

coefficients of each of these components is shown in Fig. 1. 

Conventional oximeters assume that only HbO2 and Hb are 

present. Thus, they use two wavelengths of light, usually 660 

nm and 940 nm, to calculate their saturations using equation 

(1) with n = 2. However, since the extinction coefficients of 

HbO2 and HbCO are almost equal at 660 nm, this algorithm 

detects HbCO as HbO2. This gives us falsely high readings of 

HbO2, especially in patients who have a history of smoking 

or have been exposed to CO poisoning. To counter this, 

light of three different wavelengths are used to calculate the 

percentages of HbO2, HbCO, and Hb. 

This measurement is aided by the fact that arterial blood 

is pulsatile in nature. Because of this, the light transmitted or 

reflected from the finger or body part will contain an AC and 

a DC component, due to arterial blood and the surrounding 

tissues, respectively. Taking the ratio of these AC and DC 

components ensure that absorption of light due to surrounding 

tissues, pigments, or water do not factor into the algorithm. 
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√ 

c2  = ϵ3oϵ1c − ϵ3cϵ1o + ϵ3dϵ1o − ϵ3oϵ1d + ϵ3cϵ1d − ϵ3dϵ1c   (9) 

c3  = ϵ1oϵ2c −ϵ1cϵ2o + ϵ2dϵ1c −ϵ2cϵ1d + ϵ1dϵ2o −ϵ1oϵ2d.  (10) 

where ϵio, ϵic and ϵid are the extinction coefficients of HbO2, 

HbCO, and Hb respectively at wavelength λi [22]- [23]. 

When light of wavelength λi is reflected from the finger, the 

photodetector receives a noise-added waveform, from which 

we extract the AC and DC components, (AC)i and (DC)i. 

Using these, we define the ratios-of-ratios R1 and R2 as 

R = 
(AC)1/(DC)1 

1 (AC)3/(DC)3 
(11) 

Fig. 1: Extinction coefficients of various components of arte- 

rial blood. The black dotted lines (λ1 and λ3) show the two 

wavelengths of light used by conventional oximeters, 660 nm 

and 940 nm, respectively. The wavelength λ2 will be chosen 

from the region marked in red (600 nm - 840 nm) based on a 

R  = 
(AC)2/(DC)2 

. (12)
 

2 (AC)3/(DC)3 

We then calculate the saturations of oxygen and carbon 

monoxide as 
a1R1 + a2R2 + a3 

sensitivity analysis. [HbO2] = 
c1R1 + c2R2 + c3 

(13) 

 
C. Design of a Reflectance Pulse Oximeter 

A reflectance pulse oximeter contains LEDs and a pho- 

todetector, all placed on the same side of the body part 

(most commonly, the fingertip). Light from the LEDs are then 

alternatively pulsed, and the intensity of light reflected by 

the finger (after absorption according to Beer-Lambert’s law) 

is measured by the photodetector. This measured waveform 

is then used to calculate the oxygen and carbon monoxide 

saturations. In such oximeters, it is important to ensure that the 

distance between the LEDs and the photodetector is sufficient 

so that light from the source reaches the arteries before 

being reflected. The effective penetration depth (zmax) can 

be approximated to be proportional to the square root of the 

distance between source and detector, d, with a proportionality 

constant 2/4 [5], [21]. 

III. PROPOSED   METHODOLOGY 

This section describes the novel algorithm we devised to 

simultaneously measure the saturations of both oxygen and 

carbon monoxide. 

The proposed algorithm makes use of three sources of 

light (of wavelengths λ1, λ2 and λ3) instead of two as in 

conventional pulse oximeters. We now define six constants, 

a1 through c3, as 

a1 = ϵ3dϵ2c − ϵ2dϵ3c (2) 

[HbCO] = 
b1R1 + b2R2 + b3 

. (14) 
c1R1 + c2R2 + c3 

Since the absorption coefficients of skin pigments such as 

melanin (10 mm-1), surrounding tissues (0.1 mm-1), and fat 

molecules (0.001 mm-1) is fairly constant throughout the range 

of light used (600-1000 nm), the use of the ratios R1 and R2 
ensure that absorption of light by these substances does not 

have to be factored in the algorithm. In addition, the external 

optical noise due to the non-contact geometry is also taken 

care of using the ratio-of-ratios method. 

IV. SENSITIVITY ANALYSIS 

Commercial pulse oximeters use light sources of wavelength 

660 nm (λ1) and 940 nm (λ3) to measure the saturation of 

oxygen. There have also been models using organic green 

and red LEDs (532 nm and 626 nm), along with organic 

photodetectors [24]. But in order to measure the saturation 

as carbon monoxide as well, an additional third light source 

is required. In this section, the analysis performed to find 

the optimal wavelength of light λ2, which will make the 

instrument more sensitive to small changes in the vitals of 

the patient, is described. 

The sensitivity of an instrument can be defined as the change 

in input parameters required to produce a given change in 

output parameters. In case of the described pulse oximeter, 

the input parameters are R1 and R2 (as these are calculated 

directly from the photodetector), and the output parameters are 

a2 = ϵ 3cϵ1d — ϵ3dϵ1c (3) 
the saturations of oxygen and carbon monoxide ([HbO2] and 

[HbCO], respectively). Thus, we define the sensitivity of the 

a3 = ϵ1cϵ2d − ϵ1dϵ2c (4) 

b1 = ϵ3dϵ2o − ϵ2dϵ3o (5) 

b2 = ϵ3oϵ1d − ϵ3dϵ1o (6) 

b3 = ϵ1oϵ2d − ϵ1dϵ2o (7) 

c1  = ϵ3cϵ2o − ϵ2cϵ3o + ϵ2dϵ3o − ϵ3dϵ2o + ϵ3dϵ2c − ϵ3cϵ2d    (8) 

pulse oximeter as the change in the ratios R1 and R2 required 

to produce a given change (5% or 10% change) in [HbO2] or 

[HbCO]. 

First, the values of the ratios R1 and R2 for various 

concentrations of [HbO2] and [HbCO] are calculated, as the 

wavelength λ2 is varied from 600 to 840 nm. This range is 

chosen as it is the intersection between the ranges where ab- 

sorption of light by other components of the body are minimal, 
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Fig. 2: R2 values for different values of [HbO2] and [HbCO] 

 
 

Fig. 3: Change in R2 with change in [HbO2] and [HbCO] 

 
and where the absorption of light by carboxyhemoglobin is 

considerable (as shown in Fig. 1). Using this, changes in R 

much lower than that of the other two, we initially 

hypothesized that the sensitivity might be high using 

a light source of this wavelength. However, since the 

extinction coefficient of carboxyhemoglobin itself is very 

low (0.0165 mm-1) at such a wavelength, the sensitivity 

turned out to be low as well. 

Table II shows the changes in R2 obtained for four different 

wavelengths, for different changes in [HbO2] and [HbCO]. 

From the above discussion and the values in Table II, the 

ideal wavelength should be less than 650 nm, but not very 

close to 600 nm. Thus, wavelengths between 630 nm and 640 

nm are ideal for λ2. In further calculations and analysis, we 

use a light source of wavelength 640 nm. 

TABLE II: Change in R2 values for various changes in [HbO2] 

and [HbCO] 
 

2*Change in saturations Change in R2 for various values of λ2 
600 nm 630 nm 640 nm 805 nm 

5% decrease in [HbO2] 
(from 100% to 95%, 
with [HbCO] = 0%) 

0.42 0.13 0.12 0.01 

30% decrease in [HbO2] 
(from 100% to 70%, 
with [HbCO] = 0%) 

2.81 0.87 0.81 0.08 

5% increase in [HbCO] 
(from 0% to 5%, 
with [HbO2] = 95%) 

0.28 0.09 0.09 0.01 

30% increase in [HbCO] 
(from 0% to 30%, 
with [HbO2] = 70%) 

1.69 0.57 0.61 0.06 

1 

and R2 required to obtain various changes in [HbO2] and 

[HbCO] (5% decrease in [HbO2], 30% decrease in [HbO2], 

5% increase in [HbCO], and 30% increase in [HbCO]) are 

calculated, for different values of λ2. Ideally, a high change 

in R1 and R2 is preferred, even for a small change in [HbO2] 

and [HbCO]. Such a wavelength will be chosen as the optimal 

wavelength, λ2. However, it is to be noted that R1 remains 

constant while changing λ2, as it depends only on λ1 and λ3, 

as shown in (11). Thus, the sensitivity analysis was performed 

using R2 only. Fig. 2 shows a plot of R2  for various values 

of λ2. Thereafter, the change in R2 values are plotted, which 

is shown in Fig. 3. 

Figure 3 was used to choose an ideal value of λ2, where 

R2 has a high change even for a small change in [HbO2] and 

[HbCO]. It is observed that values of λ2 below 650 nm provide 

high sensitivity. From Fig. 1 and Fig. 3, we focus on a few 

typical wavelengths in particular: 

• 600 nm - Since the sensitivity of the instrument measured 

is very high at this wavelength, we try to understand the 

feasibility of using such a light source. However, it can be 

seen that at wavelengths close to 600 nm, the extinction 

coefficients of oxyhemoglobin and carboxyhemoglobin 

are very close (difference between extinction coefficients 

of oxyhemoglobin and carboxyhemoglobin at 600 nm is 

0.12 mm-1). Thus, such a wavelength may not be ideal. 

• 805 nm - Since the extinction coefficients of oxyhe- 

moglobin and deoxyhemoglobin are equal at that point, 

and the extinction coefficient of carboxyhemoglobin is 

 
V. SYSTEM DESIGN AND SIMULATION 

The proposed system design is explained in this section, 

along with a simulation to model the working of the same. 

A. System Design 

The oximeter probe will contain three LEDs (of wavelengths 

640, 660 and 940 nm), which are used upon collimation using 

a pinhole, to ensure that scattering is minimized. The light 

reflected from the finger or any other body part will be detected 

by the photodetector TIOPT101. The TIOPT101 was selected 

as it has a good responsivity (greater than 0.4 A/W) over the 

required spectrum (600 nm - 1000 nm), and also contains an 

inbuilt amplifier [25]. The LEDs will be placed equidistant 

from the photodetector to ensure that the path length of light 

at all wavelengths is equal. 

For non-contact measurement, the probe should be designed 

as a handheld device, which can be pointed at the site of 

interest (fingertip, wrist, earlobe, or forehead), from a distance 

of 20-50 mm. The ideal distance between the LEDs and the 

photodetector can be calculated from [21], where the required 

penetration depth from the skin is up to 20 mm (for arteries). 

Since the device will be placed at a distance of 50 mm from the 

skin, the required distance between the LED and photodetector 

was calculated to be greater than 25 mm using [5]. As light 

reflected from all depths less than 20 mm will be detected 

with such a setup, it can be used on infants and premature 

babies as well, where the required penetration depth is lower 
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Fig. 4: A schematic of the described system design. The 

components used are - LEDs (640 nm, 660 nm, 940 nm), Pho- 

todetector (TIOPT101), Arduino Mega 2560 microcontroller, 

and a computer. 

 

than in adults. In order to reduce motion artifact, replaceable 

transparent spacers can be used to mount the finger, which will 

not affect the reflectance or transmission of light, while aiding 

in the non-contact measurement. Furthermore, if necessary, 

optical fibers can be used to define a path from the probe 

to the tip of the finger and back, without touching the finger 

itself, such as in [26]. 

The signal obtained from the photodetector should be am- 

plified if necessary, and passed through a low pass filter, to 

filter components having frequency greater than 50 Hz, which 

are not clinically significant and are most likely to be noise and 

motion artifacts. The filtered signal can then be passed through 

an analog to digital converter, after which a demultiplexer 

should be used to separate out the signals corresponding to the 

three different wavelengths. These steps can all be performed 

digitally, without the use of hardware, using a microcontroller 

such as Arduino Mega 2560. This can then be used to calculate 

the ratio-of-ratios R1 and R2, after which the concentrations 

[HbO2] and [HbCO] can be calculated using (13) and (14). 

Information including the saturations, waveform, pulse rate, 

breathing rate, and perfusion index can be displayed on the 

LCD unit or monitor as required. Fig. 4 shows the system 

design described above. 

B. Simulation 

To model and simulate the system described above, 

Simulink and MATLAB are used. The complete model is 

shown in Fig. 5a, the components of which are described 

below: 

• Pulse generators - Three pulse generators are used, with 

a time period of 0.01 s, and a duty cycle of 20%. A phase 

difference of 0.002 s was also added between subsequent 

pulse generators to ensure that all LEDs are not powered 

simultaneously. 

• LED Block - This block contains the three LEDs of 

wavelengths 640 nm, 660 nm, and 940 nm, which are 

each powered by a pulse generator. 

• Finger block - The finger block, shown in Fig. 5b, 

calculates the absorption of light by blood using a MAT- 

LAB function block, which has the extinction coefficients 

programmed into it. The arterial blood volume (modeled 

using a wave generator block) is then multiplied, and the 

intensity of the remaining light is given as output from 

this block. 

• Optical noise - Band-limited white noise is generated 

by this block, which is used to model the noise due to 

surrounding light, and the scattering of light by external 

sources apart from the finger. Band-limited white noise is 

used for this purpose since ambient light has components 

of light from the entire spectrum of the photodetector 

(visible and IR), which will contribute to noisy mea- 

surement. This is especially relevant for a non-contact 

geometry, as the distance between the probe and the 

finger increases scattering and external noises. 

• Photodiode / Photodetector - The light intensity measured 

at the photodetector is modeled using this block, which 

takes in the light intensity reflected from the finger and 

that due to external light. 

• Demultiplexer - The signal from the three different light 

sources are split by this block, which uses the output 

of the pulse generators for the same. The waveforms 

obtained after this step are visualized in Fig. 6a, for all 

three wavelengths. 

• ADC - A zero-order hold is used to convert the continu- 

ous signals into discrete values. 

• Buffer - A buffer is used to store the waveform, which 

is then sent to a MATLAB code for calculating the 

saturations. 

The simulation was run and the oxygen and carbon monoxide 

saturations were calculated according to the algorithm de- 

scribed in Section III, for various values of SpO2 (ranging 

from 70% to 100%) and SpCO (ranging from 0% to 30%). 

Figure 6b shows the AC and DC signals in each of the three 

waveforms, and the results obtained are discussed in Section 

VI. 

 
VI. RESULTS 

Figure 7a shows the results obtained during various simula- 

tions as mentioned in Section V-B, where the true point and the 

calculated point are plotted on the [HbO2] vs [HbCO] space. 

The errors in the calculated values in both [HbO2] and [HbCO] 

are plotted in Fig. 7b. It was observed that the maximum 

errors in calculation of [HbO2] and [HbCO] are 0.36% and 

0.66% respectively. Further, error in [HbO2] calculation are all 

negative, the error in calculation of [HbCO] are more evenly 

distributed. For comparison, most commercial oximeters have 

an accuracy rate of around 1.8% [27]. 

These errors are due to the optical noise added during 

simulation. In this simulation, since the errors are negligible, 

there was no need to improve accuracy using other analyti- 

cal methods. However, bias correction can be performed to 

improve the accuracy of calculation if required. In a physical 
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(a) 
 

 

 

(b) 

Fig. 5: Simulink model of the pulse oximeter (a) Complete oximeter setup, and (b) Finger block. 
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(a) (b) 

Fig. 6: Waveforms measured at different points in the simulation (a) After demultiplexing (the dotted lines show the difference 

in amplitudes measured at three wavelengths - 660 nm, 640 nm, and 940 nm), and (b) Waveforms extracted using FFT to 

calculate the AC and DC signals. 

 

(a) (b) 

Fig. 7: Simulation results : (a) Various points ([HbO2] vs [HbCO]) simulated, with the true value and the calculated value 

shown, and (b) Error obtained during simulation 

 

system, the probe can also be insulated such that optical noise 

from surrounding light sources is minimized. 

VII. CONCLUSIONS 

This paper proposes a novel algorithm and a system design 

for a non-contact reflectance pulse oximeter, which uses three 

wavelengths of light for measuring the arterial saturations of 

oxygen and carbon monoxide. The wavelengths have been 

selected after a thorough sensitivity analysis, and are 640 nm, 

660 nm, and 940 nm. A simulation has also been performed 

on Simulink to evaluate the proposed algorithm, which gives 

satisfactory results. The errors obtained between the true and 

calculated saturation values in all simulations are small enough 

that they are of little clinical significance. Thus, the proposed 

algorithm is a reliable method of simultaneously measuring 

oxygen and carbon monoxide saturations in arterial blood. 

This is a preliminary study based on simulation which requires 

further verification using in-vivo experiments on animals or 

humans. 

 

The advantages of this proposed design are the ease of 

measurement, wherein a handheld device can be used to 

measure vitals in a non-contact manner. In addition, the 

ability to measure oxygen and carbon monoxide saturation 

simultaneously will allow the device to be used in critical 

situations such as on burn victims. The major considerations 

while designing the device is that since the light source is 

placed away from the skin, there might be interference with 

any ambient light. This can be prevented by using an insulating 

shield around the photodetector. In addition, since the device 
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is not in contact with the patient, motion artifact will be very 

high. This can be prevented by placing the patient’s hand on 

a fixed mount, and also mounting the oximeter to prevent 

movement. 
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Abstract--Animal assaults on crops are one of the main risks 

to crop production reduction. Crop raiding is one of the most 

acrimonious disputes as farmed land encroaches on 

formerly uninhabited areas. Pests, natural disasters, and 

animal damage pose severe risks to Indian farmers, lowering 

productivity. Farmers' traditional tactics are ineffective, and 

it is not practical to hire guards to watch over crops and keep 

animals away. Since animal and human safety are equally 

important, it is crucial to safeguard the crops from harm 

brought on by creatures without causing any harm, as well 

as divert the animal. As a result, we employ deep learning to 

recognize animals that visit our farm utilizing the deep 

neural network idea, a branch of computer vision, in order 

to overcome the aforementioned issues and achieve our goal. 

In this project, we will periodically check in on the entire 

farm using a camera that will continuously record its 

surroundings. We are able to recognize when animals are 

entering with the use of a deep learning model, and then we 

use an SD card and speaker to play the right sounds to scare 

them away. The many convolutional neural network 

libraries and principles that were used to build the model are 

described in this research.  

      Keywords--Crop raiding, Safeguard, Camera, SD card, 

Speaker, Sound.  

  

                         I.  INTRODUCTION  

Agriculture, which also generates a range of 

industrial raw materials, provides for the food needs of 

the populace. Animal interference in agricultural areas 

results in a significant loss of crops. Animal raiding 

damage to crops has grown significantly in recent years. 

Animals like the buffalo, the cow, and goat may be very 

destructive and occasionally even result in human 

casualties. In villages, potato and wheat crop yields 

have suffered significant overall losses. Due to the 

stringent rules, small farmers lose up to 40 to 50 percent 

of their produce to animals yet are unable to take any 

drastic actions.In India in particular, elephants are a 

classthat particularly prone to conflict, which has led to 

an increase in human-animal conflict. Therefore, a 

mechanism that can assist the farmers in driving these 

animals away as soon as they become aware of their 

intrusion is required[9].  

Farmers that want to try this technique won't 

have to spend a lot of money because the current 

trend is toward strong crop returns with minimal 

investment. Each planting season begins with the 

expectation that the harvest will be good. Natural 

catastrophes including cyclones, floods, droughts, 

and other recurring events pose a major threat to 

farmers in the state. In addition to this, unexpected 

pest attacks and crop damage from domestic animals 

during harvest season results in significantly 

decreased or occasionally lost yields. Every harvest 

season, animals like buffalo, cows, and goats, among 

others, significantly damage surrounding crop fields 

in forested and hilly terrain.  

Government representatives and farmers are 

unable to resolve this problem, and they are only able to 

attempt to drive these creatures back into forested areas 

by beating drums and exploding firecrackers, among 

other methods. Researchers and planners from all 

around the world are looking for alternate solutions to 

the farmer dilemma. A farmer who lives close to a forest 
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or a mountainous area worries about whether he will be 

able to feed his family with a strong crop 

production.While there are methods for protecting crops 

from animals, such as wire fences and electric fences, 

their prices are greater and are dependent on the size of 

the area. Additionally, it is only allowed to protect 

animal species that are in risk of extinction.  

Electric fences occasionally endanger human 

life and are frequently positioned far from any potential 

human contact.Consequently, it is crucial to use any 

electrical automation that won't endanger the 

environment or put people or other animals at risk. 

Here, we are using artificial intelligence to detect 

animal encroachment in agricultural regions as part of 

our study. We employ sound waves to divert animals 

away from agricultural land without endangering both 

animals and people. We utilized an Arduino Uno 

microcontroller, an SD card, and an amplifier in our 

project to play sounds that would scare away animals.  

If an animal is seen in the camera, the 

microcontroller will receive the data. Then compare the 

output data to the sounds. If an animal is found, audio 

will play and data can be shown on the LCD[7].  

Passive Infrared (PIR) sensor is positioned so 

as to provide larger range of detection. The hardware of 

the new system is described after a brief introduction of 

an existing system. The goals of the system and the 

rationale behind the implementation of various 

components are described in the objectives and scope.  

A. OBJECTIVES  

• To study Image processing techniques and apply an 

algorithm for convolutional neural network.  
• To design an automatic system to control animal 

crop detection using image processing.  
• To offer a monitoring and deterrent system for 

animal crop attack using deep learning.  
  

 B.  ADVANTAGES  

1. Less Human Error Rates  

One of artificial intelligence's primary 

advantages is its capacity to significantly reduce 

mistakes and enhance accuracy and precision.Each 

decision made by artificial intelligence is based on 

data that has already been gathered and a certain set 

of algorithms. These mistakes may be fully removed 

when correctly coded.  

2. Zero Risks  

By giving specific activities to AI robots, 

individuals may avoid various risks, which is another 

important advantage of AI. Metal-bodied machines 

are tough and able to endure harsh conditions, making 

them perfect for space travel, bomb defusing, and 

exploring the deepest parts of seas. They may also 

provide accurate work with more responsibility and 

durability.  
  

3. 24x7 Availability  
  

People only spend on average three to four 

hours a day working productively, according to 

numerous studies. People need breaks and vacation 

time in order to balance their personal and 

professional life. Contrarily, AI may operate 

continuously without rest periods. They multitask far 

more quickly than humans can, and they can reason 

quickly and precisely. With the aid of AI 

algorithms, they can even carry out difficult 

repetitive tasks with ease.  
  
4. Digital Support  

  
Nowadays, virtually all large companies 

engage with their clients via digital assistants, which 

reduces the need for on-site personnel. You may 

directly ask a Chabot what you need by conversing 

with one. Given how far chatbot technology has 

come, it may be difficult to tell if you are 

corresponding with a human or a Chabot.  
  
5.Fresh Innovations  

  
Practically every sector has benefited from 

the creation of novel ideas using AI to solve complex 

problems. A breakthrough discovery has helped 

physicians detect the early stages of breast cancer in 

women using cutting-edge AI-based technologies.  
  
6.Unbiased Conclusions  
  

Humans are guided by their emotions whether 

we like it or not. AI, in comparison, is emotionless and 

approaches problems in a very pragmatic and logical 

way. The elimination of prejudice is a key benefit of 

artificial intelligence that ensures more accurate 

decision-making.  
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C.  SCOPE  

1. To create a security system that would protect the 

safety of the farm  
2. Limit how animals can enter the field.  
3. Send us a warning using the GSM module.  
4. Create a system that, when an animal tries to access 

the farm, activates solar animal repellents.  
5. Streak light will shine on that side .  
  

  
II. ANIMAL DETECTION USING 

DEEP LEARNING ALGORITHM  

This proposed work develops an algorithm to detect the 

animals in wild life. Since there are many different 

animals manually identifying them can be a difficult 

task. This algorithm classifies animals based on their 

images so we can monitor them more efficiently. 

Animal detection and classification can help to prevent 

animal-vehicle accidents, trace animals and prevent 

theft. This can be achieved by applying effective deep 

learning algorithms[6].  
  

III. RELATED WORKS  

Utilizing two key algorithms: an algorithm for 

object recognition using artificial neural networks and 

an algorithm for motion detection using sensors. 

Animal movement near highways can be detected using 

a PIR sensor, and objects can be with the aid of ANN. 

When a motion is discovered, the object identification 

system determines if it was caused by a moving animal 

or by some other element. Following the detection of 

the motion, the object identification algorithm examines 

it to determine if the motion was brought on by an 

animal movement or by any other factors. If this 

happens as a result of an animal movement, alerts are 

sent over MQTT to an Android application that uses 

Google Maps to display them on the relevant area.  
  
In a farm, an algorithm is utilized to identify 

the animals. The variety of animals makes it challenging 

to manually identify each one. In order to better 

effectively monitor animals, this system categorizes 

them based on their photographs. Animal tracing, theft 

prevention, and animal-vehicle accident prevention can 

all be aided by animal detection and classification[5]. 

Applying efficient deep learning techniques can help 

with this. In order to find animals in a given image, an 

algorithm is employed. A more accurate feature vector 

with gradients oriented toward the histogram is called 

WCoHOG. Co-occurrence Histograms of Oriented 

Gradients is an extension of this (CoHOG). For high 

dimensional data, LIBLINEAR classifier is employed 

in order to improve accuracy[8]. Two benchmark 

datasetsthe animal and Camera Trap datasetswere used 

for tests. Experimental results demonstrate that W-

CoHOG outperform current state-of-the-art techniques.  
  
The classification of animal behaviors from 

films captured by a fixed-point camera is done using 

a method. Animal detection and tracking are required 

in order to categorize animal behavior. Traditional 

methods for identifying moving objects rely on 

backdrop and frame removal. Since indoor animals 

are vulnerable to sunlight and shadow, conventional 

approaches are not ideal for their detection. We 

provide a technique for following animals and 

categorizing their activity using DeepLabCut's 

skeletal data. The results of the experiments 

demonstrate that the proposed method is better than 

the traditional way[10].  
  
Even still, human-shaped scarecrows are 

used in fields of crops to keep birds and other animals 

away from growing crops and from disrupting and 

devouring them. Because of the many problems with 

these ideas, increasing agricultural security is 

currently a top priority. As a result, it focuses on 

recommending a system that can identify intruders, 

watch out for any harmful behavior, and then alert the 

system owner to it. It operates as an adaptable system 

that provides farmers with a practical means of 

ensuring the whole protection of their fields from any 

assaults or trespassing activities.  
  

  
               IV.  SYSTEM DESIGN  

PROPOSED SYSTEM  

• The major objectives of our initiative are to 

prevent animal damage to crops and to divert 

animals safely.  

• A system for detecting animals is intended to alert 

users of their presence. We tracked the animal's 

movement using a PIR sensor.  

• As part of this project, we'll use a camera to 

periodically check in on the entire farm while it 

records its surroundings all day. Using a deep 

learning model, we detect the presence of animals 
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and then play the appropriate noises to scare them 

away.   

• The paper describes many frameworks and 

convolutional neural network ideas that were 

applied to create the model.  

• The PC will utilize a USB to UART converter to 

send the information to the microcontroller if an 

animal is discovered using the CNN method in an 

agricultural region.  

• The microcontroller will read the file from the SD 

card, switch on the speaker, and direct the animal 

away from the agricultural field after getting the 

data from the PC.  

  

A. ARCHITECTURE DIAGRAM  

  

Fig 1 : Architecture Diagram  

B. Proposed Block Diagram  

  

  

Fig 2 : Proposed Block Diagram  

 

V.  MODULES DESCRIPTION  

• Image Dataset Collection  
• Image Pre-processing  
• Importing Modules  
• Capturing the images of animals  
• Camera Interfacing  

  

1. IMAGE DATASET COLLECTION  

For this assignment, we must collect each 

image of a buffalo, a cow, or goat that gives the 

impression of being an animal. This is the most 

important phase of the project. As a result, every 

image we see is derived from recent or archived 

CCTV footage. Following the receipt of the data, the 

following steps may be followed.  

  

2. IMAGE PREPROCESSING  

Pre-processing is needed after collecting all 

the photos. As a result, not all visuals can effectively 

transmit information. So that we may identify, 

rename, and prepare photographs by changing their 

sizes. We can train our deep learning model using the 

photographs once the process is complete.  

  
3. IMPORTING MODULES  

The next step is to import all of the 

necessary library files. Collections of functions and 

short execution codes are contained in library files. 

We can complete all the necessary processes of 

object, detection and picture processing with the 

help of these library files. In this project, we make 

use of crucial library files like Tensor Flow, opencv, 

keras, and others. These libraries will help to 

improve the effectiveness and adaptability of our 

deep learning model for processing real-time photos 

or videos.  

  

4. CAPUTURING THE IMAGES OF ANIMALS  

We need to collect every image that 

contains an animal crop for this project. This is the 

most important phase of the project. As a result, 

every image we see is derived from recent or 

archived CCTV footage. After receiving the three 

animal datasets, subsequent steps can be conducted.  
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Fig 3 : Tested and Trained Images of Animals  

  

 

TRAINING DATASET:  

A large dataset of images that have been 

labeled with the appropriate class labels is input 

intoCNN during training. The CNN network 

processes each image, assigning values at random, 

and then compares the results to the original image's 

class label.  
  

5. CAMERA INTERFACING  

One of the most important phases of photo 

processing is computer vision. Since the camera will 

make everything in the real environment visible to the 

computer, we must connect the camera to our deep 

learning model. A camera can operate any kind of 

media. If required, the captured animal can serve as 

the main source of proof.  

  

VI.  RESULT AND CONCLUSION  
In agricultural fields next to forests and 

mountainous areas around the world, animals like 

buffalo, cows, and goats seriously harm the crops. 

Animals are responsible for 50% to 60%, and perhaps 

100%, of crop damage. The villagers were harassed and 

began looking for alternatives to chase away animals 

out of thefields that were prepared for croppingthe 

majority of their income and support came from their 

crops, which they desperately needed to save. Their 

crops may be saved using acoustic devices powered by 

Arduino. It was discovered that installing our 

equipment on the crop field would boost the farmers' 

financial gain. Additionally, the mechanism we have in 

place guarantees the safety of both crops and people, 

and it poses no threat to animals.In the present, 

agricultural vandalism caused by animals and fire has 

become a big societal problem. Since there hasn't been 

an efficient solution for this issue to yet, it needs serious 

consideration. As a result, its design has broad social 

application because it seeks to solve this issue. This 

design will aid farmers in protecting their fields and 

orchards,and persevere them for the protection of their 

lands and to prevent them from suffering big financial 

losses. Additionally, this will assist them in increasing 

crop yields, which will increase their profitability.   
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Fig 4 : Hardware Design  

  
Fig 5 : Animal Detected  
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Abstract— The main problem that often arises for doctor is 

using stethoscope to detect lung sounds. The analysis of lung sound 

obtained by a stethoscope is challenging when the signal level is 

extremely low. As a consequence, the current acoustic stethoscope 

has to be replaced by a digital electronic stethoscope. The primary 

goal of this study is to design a digital stethoscope that monitor 

lungs sounds and identify potential illnesses using CNN model . 

The notification of the detected disease is sent by pushover 

application and graphical representation is shown in the 

THINKSPEAK application. Based on the analysis of the CNN 

model, the lung disease detection method achieved an average 

accuracy of 95%, which means it could be applied to diagnosis of 

lung disease in the real world. 

 

Keywords—Lung sound, digital stethoscope, CNN model, 

THINKSPEAK , Pushover 

 

I. INTRODUCTION 

A major cause of death worldwide is respiratory illness, 

including pneumonia and upper respiratory tract infections [1]. 

A prompt and accurate diagnosis is essential for effective care, 

medical supervision, and the avoidance of a failing respiratory 

system. In 45% of the states, less than 1 doctor per 1000 people 

is present, according to World Health Organization statistics 

[2]. A simple respiratory diagnostic equipment that does not 

require any specific training to use is critical in cities with 

limited access to medical care. In addition, this method reduces 

the effort of the doctor and allows continuous monitoring of the 

patient's disease. Different types of digital stethoscopes have 

started to appear on the market recently, taking the place of 

traditional stethoscopes and the information must be processed 

for further process. Auscultation is one of the techniques used 

to measure lungs sounds. Techniques reveals the details 

regarding a range of biological functions resulting from heart 

and lung diseases So, only a trained medical professional who 

is proficient in breath sounds is likely to provide a correct 

diagnosis after listening to the heart beat sounds. 

Lung volume can be expressed as heartbeats per minute. The 

 

auscultation method is one of the techniques used to measure 

these lungs. These techniques reveal details regarding a range 

of bodily functions resulting from heart, lung diseases. A 

number of variables, such as the existence of background noise 

or even other sensory stimulation, may have an impact on one's 

ability to recognize heartbeat. As a result, only a qualified 

doctor who is adept in breath sounds is likely to provide a 

correct diagnosis after listening to the lung. The proposed 

system uses Electrodermal Activity sensor to get the lung signal 

as input and then detects various lung disease using CNN model 

and display the graphical representation in THINKSPEAK 

application. Additionally, a notification with detected disease is 

sent by pushover application. By the above proposed solution 

anyone can detect various lung disease. 

 

II . LITERATURE REVIEW 

The research of N. Jatupaiboon et al. intends to create and d a 

cost-efficient electronic stethoscope model with real-time 

digital signal processing, frequency filtering, and noise 

reduction capabilities. The system's disadvantage is that the 

signal is transmitted via wired communication [3]. 

Nipun Katyal et al idea is to use a microphone to record the 

heart sound, subject it to analogue filtering, and then store the 

result in a computer. The result enables to extract features from 

the input signal and store them for later use [4]. 

B. Malik et al discussed the construction of an electronic 

stethoscope that is utilized to listen to pulmonary and cardiac 

sounds. The noises are recorded from the skin's surface and then 

filtered and amplified so that the signal level exceeds the 

threshold for audibility. A loudspeaker is used to clearly hear 

the signals that have been processed. [5]. 

Y. -C. Wu et al. proposed using a Raspberry Pi 3B to create an 

electronic stethoscope by adding a single mike into the regular 

stethoscope record lung and heart audio. Amplification and 

filtering are performed on the acquired signals before the audio 

signals are transmitted to the Raspberry Pi via audio lines [6]. 
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M Ramesha et al proposed work uses an electronic Stethoscope 

to analyze the acoustic features of cardiac sounds. The 

development and implementation of an IoT-based electronic 

stethoscope. The sensor data is sent into the microcontroller, 

which converts the analog impulses into digital signals that are 

subsequently transferred to the computer through bluetooth. 

The MATLAB program in the computer is used to analyze the 

signals which calculates and displays the heart rate [7]. 

Yi Ma et al research is based on LungSys, a system that consists 

of an android tablet computer running software and a 

commercial digital stethoscope. The digital stethoscope uses a 

built-in Bluetooth device to communicate electrical signals 

from an acoustic sound to a mobile tablet. The proprietary tablet 

software application analyses lung sounds in real time using the 

bi-ResNet(BRN) neural network model and notifies users of 

any unexpected respiratory sounds [8]. 

Yongpeng Liu et al. is to create a system for remote 

telemedicine and self-screening. A stethoscope was used as a 

tool to measure and analyze respiratory sounds with a 

proprietary device. [9]. 

Georgios Petmezas et al developed a solution to overcome the 

imbalance in training data, proposing a novel hybrid neural 

model that employs the focal loss (FL) function. A 

convolutional neural network (CNN) is used to collect features 

from short-time Fourier transform (STFT) spectrograms before 

being used by a long short-term memory (LSTM) network to 

identify four different lung sounds. Using this model's 

application to categorise the disorders, an accuracy of 74.57% 

was attained. [10]. 

Aykanat et al employ two types of machine learning 

techniques: MFCC characteristics in a support vector machine 

(SVM) and spectrogram images in a convolutional neural 

network (CNN).It used to overcome the outcome of the Svm 

classifier to analyze with CNN algorithm since employing A 

popular audio classification technique combines MFCC 

characteristics with an SVM algorithm.. For classify pulmonary 

sounds, created four sets of data for every CNN and Svm 

classifier.The results was accuarcy of 86% obtained for this 

model [11]. 

III. MODULES 

A) NodeMCU 

A NodeMCU device is similar to an Arduino. ESP8266 is the 

key element of it. The pins of this device can be programmed. 

NodeMCU has WiFi built-in and with the help of micro-USB 

port, the device can receive electricity. The price is reasonable. 

There are various programming environments available for it. 

The operating voltage for the ESP8266 NodeMCU is between 

2.5 and 3.6 volts, the operating current is between 80 and 600 

milliamperes, and the sleep mode current is 20 amperes. The 

on-board Micro USB port provides power to the ESP8266 

NodeMCU. The ESP8266 NodeMCU has 200 Kb of flash 

memory, 80 Kb of DRAM, and 32 Kb of RAM. Digital pins D0 

to D10, PWM pins 12 and an analogue pin A0 are all present in 

the ESP8266 NodeMCU. 5 Ground Pins, 3 3.3 V Pins, and 1 

Vin Pin are provided, which allows to connect an external +5V 

supply that is not connected to the USB. There are a total of 17 

GPIO pins on the ESP8266 NodeMCU. The pins can be utilized 

for peripheral functions such as two UART interfaces and a 10- 

bit ADC channel. The NodeMCU is shown in Fig. 1. 

 

 
Fig. 1. NodeMCU 

B) Power Supply 

Power supply is another name for a source of electrical power. 

A power supply unit, also referred to as a PSU, is a device or a 

system that supplies a load or group of loads with electrical or 

other types of energy. Electrical energy sources are more 

commonly used than mechanical energy sources. Fig. 2 depicts 

the power supply. 
 

 
Fig. 2 Power Supply 

 

C) THINGSPEAK Ascii 

THINGSPEAK is a matrix laboratory that combines a fourth- 

generation programming language with a numerical 

computation environment . THINGSPEAK allows the user to 

handle matrices, display functions and data, construct 

algorithms and connect with programming languages such as 

C, C++, Java, and Fortran. There are data structure types in 

THINGSPEAK. Application development with graphical user 

interface features is supported by THINGSPEAK. GUIDE 

(GUI development environment) is a feature of THINGSPEAK 

for creating GUIs graphically. Moreover, graph-plotting 

features are firmly interwoven. It is a technical computing 

language with great performance. Only 10 characters, including 

description numbers, are supported by the THINGSPEAK user 

interface in ASCII. The NodeMCU Data Input signal will be 

converted into ASCII code at THINGSPEAK using this ASCII 

character for decimal number. 

D) Electrodermal Activity (EDA): 

The electrical properties of the skin, which alter, can be 

precisely measured using the bio signals and EDA sensor. The 
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changes are occurred due to altered sympathetic nervous system 

activity that alters sweat gland activity and sweat production. 

Due to the low-noise signal filtering and amplification circuit 

design, even the weakest electrodermal skin reaction events can 

be recognized with the highest performance. Fig. 3 displays an 

EDA sensor. 

 
 

 
Fig. 3. EDA Sensor 

 

 

 
E) LM358 Dual Op-Amp 

Two operational amplifiers are powered by a single power 

source in the dual operational amplifier integrated circuit (IC) 

LM358. It comprises of two separate compensated operational 

amplifiers with high gain frequency and low power. 

A single source of power may operate the LM358 over a broad 

variety of voltages. It is better suited for applications 

needing low voltage level AC and moderate voltage level DC. 

The LM358 is frequently used in practical applications 

including transducer amplifier and traditional op-amp circuit 

design because of its inexpensive price and small size.. Up to 

20 mA per channel may be supplied by the LM358 IC, which 

can function between 3V and 32V DC. Fig. 4 shows the LM358 

Dual Op Amp. 

adaptability of the interface allows users to design and arrange 

machine learning, predictive learning, and deep learning 

processes. A modular design invites additions that boost and 

enhance usefulness. Jupyter Notebook is used for CNN model 

implementation. 

 

IV METHODOLOGY 

The Electrodermal Activity (EDA) is a sensor that transmits the 

signal through Wi-Fi Pro in order to record the weak lung 

activity signal. Due to the fact that the lung signal are acoustic 

impulses with voltage ranging from 1 mV to 1.5 mV.To 

increase frequencies of the acoustic signal LM358 Dual Op- 

Amplifier is used in this study. NodeMCU will process the 

lungs signal and the result will be the detected disease such as 

Healthy Lung, Chronic Obstructive Pulmonary Disease, 

Pneumonia (often associated symptom with COVID19) and 

Upper Respiratory Tract Infection using the Convolutional 

neural network (CNN) Model. If the Voltage range from 70 to 

90 Volt ,it is detected as pneumonia if Voltage range from 90 

to 100 Volt then it is detected as COPD and for URTI values 

ranges from 100 to 120 V .THINKSPEAK has various fields 

for disease such as healthy, pneumonia, COPD and URTI . If 

the particular disease is detected , NodeMCU will send the 

value 1 to the specified field in THINKSPEAK software using 

the in-built Wi-Fi module. Hence THINKSPEAK will display 

a straight line in the disease field. Additionally, a notification is 

sent using pushover application. Fig. 5 depicts the block 

diagram of the digital stethoscope. 

 
Fig. 5. Block Diagram of the Digital stethoscope 

 

 

 

 

F) PushOver 

 
Fig. 4. Pin diagram of LM358 

V. CNN Model Implementation 

A. Dataset Information 

Pushover is a service offering for companies sending messages 

to numerous users that includes a number of added capabilities 

such as user management and failover SMS message delivery. 

For all communication in Pushover, by using industry-standard 

TLS (HTTPS) encryption at every stage of the process, 

included between your servers and our API servers, those push 

servers to your devices, and our apps back to our servers. 
G) Jupyter Notebook 

JupyterLab is a highly modern web-based platform for 

programming, database, and notebook collaboration. The 

The dataset utilised in this study was originally collected to 

assist the research challenge held in conjunction with the 

International Conference on Biomedical Health Informatics, or 

ICBHI 2017. The data set contain audio file came from 126 

different patients which has 920 audio files with annotations, 

ranging in duration from 10 to 90 seconds. The recordings, 

which last for 5.5 hours and 6898 respiratory cycles, include 

886 wheezes, 1864 crackles, and 506 wheezes and crackle. 

Patients of different ages are present including young people, 

adults, and senior citizens. The respiratory sounds in the dataset 
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are divided into various lung disease such as healthy, Chronic 

obstructive pulmonary disease (COPD), pneumonia and Upper 

respiratory tract infection (URTI).In this case, the term 

"healthy" refers to the respiratory sound recorded from a 

healthy individual, whereas others relate to the sound captured 

from a sick patient . 

B. Preprocessing: 
The dataset consists of annotated files which has respiratory 

cycle timings which is used to extract audio file segments that 

represent a patient's breathing cycle timing. Additionally, the 

length of each respiratory cycle varies from 10 to 90 seconds, 

with some of these variations being outliers. The Soundfile 

module is used to write to the output path of freshly produced 

audio files and the Librosa module to import audio files in order 

to trim all respiratory cycles to this mean duration. 

C. Balancing: After preprocessing, the dataset will be biassed 

towards one or more classes; various approaches should be used 

to correct the imbalance. The test and train datasets in this study 

are balanced on an equal distribution of classes using the 

stratify feature of the sklearn(machine learning library )train 

test split. 

D. Feature Extraction : 

The use of third-party libraries is quite beneficial for feature 

extraction because it may be challenging to extract features 

from audio samples .The three most essential features : Mel- 

frequency cepstral coefficients (MFCCs), CHROMA STFT, 

and MEL SPECTROGRAM, are extracted using Librosa. 

VI. CNN MODEL ARCHITECTURE 

 

Fig. 6. CNN model architecture 

Fig. 6 depicts the implementation of the CNN model 

architecture in this study. The spectrogram characteristics are 

applied to the classifier for further categorization after feature 

extraction. Based on the MFCC features derived from the audio 

data, the classifier employed CNN to distinguish between 

sounds related to pneumonia, chronic obstructive pulmonary 

disease, the healthy group, and upper respiratory tract infection 

group. The classifier is composed of many convolution and 

max-pooling layers, followed by activation and fully linked 

layers. a sequential model that outputs the dense layer. 

The convolutional layers are used to identify features. Multiply 

the input by a matrix as algorithms work, save the output in a 

feature map, and then slide a filter window over it. The forward 

pass involves convolution of the filters between the height and 

breadth of the inputs. The result is a 1D block made up of the 

height and breadth dot products. Another component of CNN is 

the pooling layer. In order to decrease the number of 

parameters, it shrinks the representation's spatial 

size. There are two forms of pooling: average pooling and 

maximum pooling. A dropout layer is employed to avoid 

overfitting. To introduce nonlinearity from the input to the 

output, each convolutional layer employs the Rectified Linear 

unit (ReLu) activation function. Two completely linked layers 

are at the top, and the output layers activation function is 

SoftMax. The next step is to flatten the pooled featured map 

after it has been collected. The pooled feature map matrix must 

be reduced to a single column as part of the flattening 

procedure. The flattened feature map is after that fed into a 

neural network. The stage components are the input layer, full 

linked layer, and output layer. The expected result is obtained 

in the output layer. 

The sample height, sample breadth, and number of filters make 

up the input layer. The number of nodes for each layer is 

specified by the filter parameter. Each convolutional layer has 

a different number of filters, ranging from 16, 32, 64, and 128 

overall. A 2x2 filter matrix is produced as a consequence of the 

kernel size parameter's specification of the kernel window's 

size. In the CNN layers, a dropout value of 20% is used. 

four neurons make up the last output layer, which represents the 

six classifications of pneumonia, COPD, URTI, and healthy. 

 

VII. RESULT AND DISSCUSION 

 

In this study, the CNN Model was trained with 920 audio files 

from different persons, and its overall accuracy was 95% and 

loss was 0.1564. Whereas the accuracy of the previously trained 

CNN model is 86%. As result, this system has better accuracy 

than the existing system. Fig. 7 and Fig. 8 represent the 

accuracy and loss of the CNN model. The accuracy of each lung 

disease is shown in the Table 1. The study comprises of 

NodeMCU for processing the lung signals. The NodeMCU sent 

the result to the THINGSPEAK software using the in built 

WIFI module. Fig. 9 shows the complete set up of the 

project.Fig. 10 represent a straight line if a particular disease 

detected , here healthy field is detected . Fig. 11 shows the 

notification sent by the Pushover application. 
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Fig. 7. Accuracy of the CNN Model 

 
 

Fig. 8. Loss of the CNN Model 

 

 
TABLE 1: ACCURACY FOR EACH LUNG DISEASE 

 

Disease precision 

COPD 0.98 

Healthy 0.80 

URTI 0.67 

Pneumonia 0.50 
 

 

Fig. 9. Complete setup of the project 

 

 

 

 

 

 

Fig. 10. graphical represtation in THINKSPEAK 
 

Fig. 11. Notification by Pushover 

 

 

 

 
VIII. CONCLUSION 

In this project, a brand-new technique for employing a digital 

stethoscope to assess the acoustic characteristics of lung sounds 

is proposed. A digital stethoscope based on IoT is created and 

put into use to address the shortcomings of traditional 

stethoscopes. The NODEMCU receives data from the EDA 

sensor as input, where the analog signals are digitized, then 

signals are evaluated and type of disease is identified and 

displayed in THINKSPEAK in terms of which signals plotted 

and digital value respectively. By capturing data samples from 

multiple candidates, the proposed device readings were found 

to be highly linked with the real rate. A low-cost digital 

stethoscope prototype with real-time digital signal processing, 

frequency filtering, and noise reduction has been developed. 

Future work will focus on making the prototype more portable, 

improving the sound quality of the sounds that are recovered, 
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and adding new features for wireless data transfer and sound 

recording. 
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Abstract—3D Virtualisation refers to the process of creation 

of graphical contents using 3D softwares. These include images 

and animations that improve the communication and provide 

the users with a more realistic online experience. It also serves 

as a great tool to demonstrate either a prototype or a finished 

product to the stakeholders. In the present, the customers and 

learners prefer viewing and learning the virtual model of the 

product in order to efficiently understand the concept, theory 

and principle behind it. In this case, 3D virtualization provides 

an excellent opportunity for customers and learners to see the 

layout of the product design, texture and working model as 

animation. 

 
Keywords—3D virtualization, Graphic Design, E-Learning 

 
I. INTRODUCTION 

 
Interactive web based 3D virtualization of healthcare 

based products are needful for medical education and for 

service based learning objectives of the medical devices. 3D 

virtualization plays a significant role in architecture and 

interior design of the product for training purposes. A lot of 

industrial sectors, such as product designing and 

development, entertainment and media have profited from 

this as a result of incorporating this technology. The field of 

healthcare is making its advancement in the technology 

driven world by integrating science along with the current 

available technology. Newer medical devices are being 

manufactured and developed according to the current 

needs. Conventional methods of describing the medical 

devices haven't been successful in acquiring the necessary 

information about it. Visualizing the medical device through 

two dimensional images does not give the needed 

information about it to an extent. Our goal is to create a 3D-

based interactive virtual environment of medical 

equipments for education, business, and service training. 

Our work focuses on designing the 3D virtual models of 

medical devices such as tracheostomy tube, bileaflet heart 

valves, mammogram and integrating them into a web based 

platform with interactive features, so that users can learn 

about the internal components, functionality, and specifics 

of how the device works. Our work aims to serve as a one-

stop platform for learning, visualization, and demonstration 

of the medical equipment so that customers may engage 

with the virtual model of the device and understand the 

theoretical principles underpinning each device. 

 
II. 3D VIRTUALIZATION 

The technique of developing graphical content with 3D 

software is known as 3D virtualization. It is the process of 

using software to create graphics and renderings. It serves 

as a powerful tool for bringing design concepts to life. With 

the help of this technology, it is possible to produce visually 

appealing digital content in fields such as games, movies, 

commercials and music videos. It has been used in 

transforming 2D drawings into reality. 3D animation and 

virtualization provides the users a three-dimensional view 

with real-world effects that 2D effects cannot provide. It 

can handle designs in real-time, quickly transition from 

concept to concrete and explore various options, 

refinements and multiple design versions. 3D virtualization 

technology is implemented in many industries to create 

excellent graphic content including images, diagrams and 

animations that contribute to better communication or a 

more real-life digital experience. In the field of product 

design, manufacture and presentation, 3D virtualization is a 

great tool to demonstrate either a prototype or a finished 

product to stakeholders. It helps developers to visualize the 

to-be product in a real environment from every angle and 

gather data about potential flaws and risks so that they 
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could improve the developing process by coming up with 

new designs and head for innovations. 

3D virtualization is also being implemented widely in the 

field of medicine. Medical 3D has become a revolutionary 

concept in the present, which offers visual representations 

of scanned body parts with the help of virtual models. This 

offers depth and details when compared to the conventional 

static two-dimensional medical images, therefore 

facilitating better diagnoses, reduction of surgical 

operations, learning curves, and minimization of operational 

costs. 

Some of the key features of 3D Virtualization are listed 

down below: 

● 3D virtualization offers better product presentation 

in a lighter, flexible, faster and safer way and it 

offers interactive and immerse product 

presentation. 

 

● With the help of 3D technology, consumers can 

interact with the product, view it from a complete 

angle while rotating, zooming in, zooming out and 

analyzing each detail. 

 

● It is also the best way to convey the ideas than 

photorealistic renderings, which requires much 

more input and is less flexible. 

 

● 3D renders and virtualizations can improve 

communication between the vendor and the 

customer by providing a more accurate 

representation of ideas and concepts. Accurate 

models and imagery helps to improve 

comprehension and understanding of the product. 

 
● It also helps to boost creativity by allowing users to 

experiment with different design possibilities. 

 

 
III. LITERATURE SURVEY 

Web-based 3D medical image visualization describes the 

framework and technology, integration as well as the 

implementation details. The developed system has been 

used as an educational tool prototype in the Biomedical 

engineering department. It was compared with a 

conventional 2D visualization application with regard to the 

system efficiency and user satisfaction. The 3D system 

generally demonstrated better performance and a higher 

level of satisfaction [1].Web-based medical data visualization 

and information sharing towards application in distributed 

diagnosis includes color mapping and high-quality image 

production in a web-based raycasting algorithm that was 

created to give real-time data visualization on web browsers 

by utilizing the new 3D features of WebGL2 [2]. Interactive 

virtual scanning electron microscope inspired by 3d game-

design using the game production engine Unity 3D, a 

virtual 3D SEM was created in order to offer affordable 

hands-on instruction. Using 3ds Max, a programme for 3D 

modeling and rendering, it has accurate 3D models of the 

actual parts[3].Using the examples of volcanic areas with 

different geological features, how the potential of the 

approach allow users to be able to virtually map and 

measure remotely, and to collect data for research and 

teaching is well described in the paper Real world based 

immersive Virtual Reality for research, teaching and 

communication in volcanology[4].Communicating 3d data 

interactive 3d pdf documents for expert reports and 

scientific publications in the field of forensic medicine 

provides exemplary data for the most frequently used 

imaging techniques in postmortem imaging, three example 

cases were selected. Postmortem computed tomography 

(PMCT), postmortem magnetic resonance imaging 

(PMMR), and 3D surface imaging data sets were used to 

build 3D surface models[5].Interactive 3D PDFs offer the 

possibility to communicate 3D information to the reader 

while maintaining all the benefits of a regular 2D PDF. 

With Adobe Acrobat, the reader can interactively navigate 

through 3D data sets and create sufficient depth cues to 

generate a realistic 3D perception of the data[6].A 

computational approach to body mass index estimation 

from dressed people in 3d spacE examines the relationship 

between estimated body volumes and BMIs, the 

investigation of BMI estimation from three-dimensional 

(3D) visual data, and the subsequent development of an 

effective BMI computing method[7].The authors study BMI 

estimation from the three-dimensional (3D) visual data by 

measuring the correlation between the estimated body 

volume and BMIs, and then develop an efficient BMI 

computation method[8].A review of three-dimensional 

medical image visualization provides an overview of 3D 

visualization techniques for medical imaging with the 

intention of bridging the gap between medical experts and 

visualization researchers and the needed web links to free 

software tools for various medical imaging modalities that 

have been developed for a variety of purposes, including 

visualization, analysis, and segmentation[9].Interactive 

graphical applications bring the understanding to a higher 

level, where the users get actively engaged.The interactive 

process enhances the understanding, even if the user does 

not interact with a strategy but just uses his intuition. These 

applications can be also used to explain complex concepts 

to the general public[11]. Recent technological innovations 

have created new opportunities for the increased adoption 

of virtual reality (VR) and augmented reality (AR) 

applications in medicine. While medical applications of VR 

have historically seen greater adoption from patient-as-user 

applications, the new era of VR/AR technology has created 

the conditions for wider adoption of clinician-as-user 

applications[12]. 
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A. Blender 

IV. SOFTWARES USED post processing techniques and providing the animation for 

interaction are done using Blender along with Verge 3D. 

The information regarding the device and the graphical user 

interface, are integrated along with the complete model 

Blender is a free and open-source 3D computer 

graphics software tool set used for creating animated films, 

visual effects, sculpting, 3D-printed models, motion 

graphics, interactive 3D applications, and virtual reality. It 

supports every step of the 3D pipeline, including modeling, 

animation, simulation, rendering, compositing, motion 

tracking, and even video editing and game development. 

 

Although there are a lot of free and open source 

softwares such as SketchUp, Rhino, Autodesk, Maya, 3ds 

Max available in the market for use, Blender is preferred 

over the latter because: 

● It supports a wide array of file formats for 

importing and exporting, and external plugins to 

work in a more smoother way. 

 

● It has a relatively user-friendly interface given the 

complexity of what it is capable of. Shortcuts can 

be used for various operations in Blender. 

 

● It is also an excellent physics engine which makes 

it easy to create realistic animations and images. 

 

● The animations can be easily generated with movie 

grade capabilities in Blender and it can also 

incorporate any other animations made in any 

other software. 

 

● Blender serves as a great tool in rendering the 

models in a more realistic way. It has a deep bench 

of tools to make complex designs easier. 

 

 

B. Verge3D 

 

Verge 3D is a real-time renderer and a toolkit used for 

creating interactive 3D experiences running on websites. It 

is used to develop interactive animations, product 

configurators, captivating presentations, online businesses, 

explainers, e-learning materials, or even browser games 

using well-known design softwares like Blender, 3ds Max, 

or Maya. Puzzles, which are built using Google Blockly 

low code programming, are a strong yet simple tool used by 

Verge 3D to create behavior scenarios. The developer can 

make their content interactive and user-responsive with the 

aid of these puzzles. 

 

IV. METHODOLOGY 

 

The proposed work consists of integration of tasks 

performed in different softwares. Modeling the device parts, 

using Verge 3D, thus creating an interactive webpage for 

the device. The architecture of the proposed work is given 

in Figure 1. 

 

 

 

Fig 1(a):- Methodology of proposed work 

 

Fig 1(b):- Architecture of proposed work 

 

A. Modeling 
The modeling of real-time devices not only aids in 

conveying information about the product in great detail, 

but it also helps to set early expectations for the customer or 

learner so that they are aware of how a product works, what 

the respective sizes of each component are, and how the 

product's form, color, material, and finish change with each 

change in configuration. 

 

B. Post processing 

Post-processing 3D models improves the product's 

visual appeal and effectively gives the model surface color 

and texture to make it realistic like real-time model, as well 

as adding appropriate lighting to ensure brightness for a 

clear view of the model and background effects for display. 
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C. Animation 

Animation is significant because it enables 

immersive interaction among viewers. By using 3D 

software, animators can produce computer-generated 

objects that appear to be 3D even when they are on a 2D 

surface. In contrast to 2D animation, 3D animation is used 

for complex themes and goods since it is easier to see them 

in 3D space and almost realistic, and it helps to better 

convey the features and functionality. This conveys a clear 

message that is simple for the audience to understand. 

 
D. Webpage Content Creation 

The purpose of content creation is to educate 

stakeholders about the purposes, functionality, and 

components of the product. Research articles and textbooks 

serve as the source material for the content creation. The 

content assists the user in comprehending the device's 

theoretical aspects. The user can actively learn the 

significance of each component of the device and become 

familiar with each component when the content is shown 

alongside the 3D model. 

 
E. Graphical User Interface 

One of the most crucial elements of a web page is 

the graphical user interface. The graphical user interface 

facilitates effective user communication with the website. 

With the aid of Verge 3D, which makes it simple to 

combine a 3D model and content with the web page 

structure on which it will be used. This procedure will 

ensure that the website is interactive and user-friendly. The 

overall user experience is directly impacted by the website's 

interactions. 

 

F. Integration of tasks 

The final phase includes combining different tasks 

accomplished on different platforms into the finished 

product. Integrating 3D modeling, HTML scripts, and Verge 

3D puzzle blocks into one webpage is crucial for this. 

 
V. IMPLEMENTATION AND RESULTS 

 
A. Modeling 

Blender software is used to create the 3D models 

of the device. The work consists of importing the physical 

device's related digital twin model, creating missing or 

ambiguous components in the current model, scaling to 

balance out the device's size, and dividing limited sections 

into distinct primary parts as needed for effective post-

processing. 

 

 
Fig 2:- Wireframe view of the tracheostomy tube in Blender 

B. Post processing 

To replicate the real model, object textures such as 

transparency, color, and surface are added to the device. 

The linked components were separated in order to offer 

color and texture that matched the real-time device. 

Background effects for presenting the device model in a 

web page and adding lighting and camera effects were also 

done using Blender software. 

 

Fig 3:- Post processing works on Mammogram in Blender 

 

C. Animation 

The animation includes rendering a device part 

motion that corresponds to its original uses. Blender and 

Verge 3D were used to animate the devices' working 

components. Glowing effects were added to help identify 

certain components of the device. To give the controls and 

add annotations that when clicked, will identify the portion, 

Verge 3D puzzles are employed. 
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Fig 4:- Puzzles for Animation using Verge 3D 

 
D. Webpage Content creation 

Information regarding the purposes, functionality 

and parts were researched from various books and 

literatures.The website contents were created accordingly 

based on the inferences made. 

Fig 5:- Webpage of Bileaflet heart valve 

 

E. Graphical user interface 

Graphical user interface creation process entails 

designing the page layout for the website and developing 

interactive elements that are user-friendly using HTML and 

Bootstrap, such as buttons, cards, and accordions. Verge 3D 

functionality is offered for 3D model interaction. 

 

 

 

 

 
G.Results 

 

 

 
Fig 6:- Webpage of Mammogram 

 

F.Integration and final output 

Verge 3D software is ultimately used to combine 

all of the aforementioned activities onto a single platform 

once they have all been completed using separate software. 

To design a responsive homepage, it also involves HTML 

scripts, 3D models, and verge puzzles. 

 

 

Fig 4:- Webpage of Tracheostomy tube 

The final webpage developed in the figure 4,5 and 

6 shows a complete interactive webpage with the features 

such as easy part identification of the medical devices, 

animation of working of the particular device, important 

features, learning objectives along with relevant textures 

and dimension of the device. Controls are also available for 

moving, zooming and identification of parts on clicking. 

 

VI. DISCUSSIONS 

 

The paper “Three-Dimensional Display 

technologies for Anatomical Education” aims to augment 

current curriculum and improve students’ spatial knowledge 

of anatomy, many educators, anatomists, and researchers 

use three-dimensional (3D) visualization technologies[10]. 

The development of 3D virtualization technology is 

definitely in the fast track of growth and is in a continuous 

state of flux. It also serves as a cost minimizing solution for 

various sectors wherein product demonstration is required. 

Technology is being used more and more in various 

industrial areas as new breakthroughs are put into practise. 

The features of this work includes, Easy part identification 

of complicated parts of medical devices, 3D animations 

illustrating the functionalities of the device, Learning 

information along with 3D model for educational purpose 

and Interactive web page facility. 
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VII. FUTURE SCOPE 

 

By utilizing immersive VR/AR technology for the 

demonstration of the device in an artificial environment that 

completely replaces the real-world surroundings, the web 

application will develop into a software-based product that 

will be accessible to the various stakeholders and will give 

users an even better learning experience and interaction 

with the device. 

 
VIII. CONCLUSION 

 

Thus the e-learning platform for several healthcare 

devices is created using blender and Verge 3d software and 

they are made as interactive webpages for effective 

understanding purposes. This work will be more purposeful 

for many medical professionals in equipment servicing 

and in marketing. Web content creation for a wide variety 

of medical equipment and instruments consumes more time 

as their design, material, working, dimensions are more 

complicated. 
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ABSTRACT--The recognition of hybrid fruits by 

humans is considered a challenging task as fruits 

exist in various colors, sizes, shapes, and textures. 

In the marketplace, where prediction of fruits, 

vegetables, and pulses by retailers and the general 

public is very difficult. In this paper, we have 

recognised two different classes of fruits, 

vegetables, and pulses and categorised them based 

on the stages of their existence and maturity in a 

procedure called fruit maturity classification. Crop 

distribution, good fruit counts, crop harvesting, 

crop disease detection, weed management, and 

production forecasting are all aspects of managing 

water and soil and are just a few of the smart 

agricultural applications that employ robust 

learning (DL). The finest deep learning is what this 

project seeks to produce in algorithms for 

estimating fruit quality and ripeness in order to 

forecast fruit shelf life. 

Manual vegetable and fruit detection is a hard 

process when done in large numbers, but it 

becomes easy when done in small amounts. 

Automated detection of these is thus used. Fruit, 

crop, and pulse images served as the input for the 

first stage of processing, which included detection. 

Background removal, extraction of colour and 

texture properties, and categorization comprised 

 

the three steps of the process. The K-means 

clustering method was used for background 

subtraction. Statistical attributes were used to 

pinpoint colour characteristics. 

This research proposes a simple and effective 

method for detecting fruits and predicting their 

nutrition information using deep Alex networks 

(DAN). The datasets used in the investigation were 

obtained from the Fruit 360 library of image 

processing problems. Apples, berries, bananas, 

grapes, papaya, peaches, avocados, and various 

apple tastes are among the fruit groups. The trials 

are also carried out on a variety of additional fruit 

samples gathered from various Web archives. The 

network design consists of three fully linked layers, 

including the max pooling and RELU levels, and 

five convolution layers. 227*227*3 photos should 

be used as input for 96 filters that are 11*11*3 and 

have a stride length of 4. 

 

Index Terms—Fruits, Vegetables, Hybrid, 

Machine Learning, Deep Learning 
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I.INTRODUCTION 

 
Fruit, crop, and vegetable grading is necessary yet 

time-consuming given the significance of food in 

our everyday lives. Computerized methods of 

automatically grading are seen as the answer to this 

issue, reducing the need for human work. There is 

some evidence to suggest that as fruit ages, it goes 

through a series of metabolic changes that alter its 

physical characteristics and chemical make-up, 

including its nutritional content. There are two 

categories of fruit grading techniques: non-visual 

and visual. The main non-visual grading criteria 

are chemistry, scent, and tactile perception. 

 

Only when the fruit is still clinging to the tree 

during development does it reach maturity, which 

is evidenced by a stop in cell division and a buildup 

of dry material. Along the postharvest value chain, 

the quality of all fruits and vegetables is 

significantly impacted by their ripeness at harvest. 

An efficient and effective automated model that 

can recognise and categorise the fruits based on 

their maturity degree in a short amount of time is 

desperately needed. Big data technologies and 

highly effective computers have given birth to DL 

technology, opening up crop management and crop 

harvesting prospects in the context of agricultural 

activities. 

 

 
II. RELATED WORK 

In [1], they have identified nine distinct 

fruit classes. Fruit picture datasets may be found 

online, and some photographs can be found simply 

by utilising a phone's camera. Pre-processing was 

used on these images to crop out the background 

and isolate the blob that represents the fruit. Fruits 

are shown, and their visual characteristics are 

captured through combinations of colour, shape, 

and texture factors. Multiclass SVM and KNN 

classifiers provide additional input for these feature 

datasets. The colour image is first converted to 

grayscale via GLCM (Gray Level Concurrence 

Matrix). The image is then changed to a binary 

version. The biggest blob or item, which would 

also be regarded as fruit, is extracted from the 

picture using morphological processes, which are 

also utilised to fill in the gaps in the image. After 

cropping the largest lump, the binary numbers are 

reset to their original intensity levels. According to 

the research, combining colour, texture, and form 

produces outcomes that are superior to or on par 

with those obtained when using any two feature 

categories. The second inference that can be made 

is that KNN outperforms SVM in this scenario. 

 

In [2], there are various stages of the training 

process, which include the following: Collecting 

fruit images is the first step. Then, using the FCH 

and MI methods, feature extraction is used to 

extract the fruit's characteristics, which are then 

converted into vector feature forms that can be 

stored in databases. On the vector of the database's 

image of fruits, a later clustering method called K 

Means Clustering is used to carry out the 

procedure. The following actions were taken 

throughout this study's testing phase: Find the fruit 

by opening the file picture. The next step is to 

extract the features from the facial picture, which 

are then converted into a vector feature form using 

the same training process. Following that, the 

Euclidian distance between the new fruit picture 

features and features already present in the 

database was calculated as part of the recognition 

process using the KNN approach, and the results 

were compared with the clustering findings. 

 

In [3], Zhang et al. (2015) used a high-end dual 

camera setup to collect both visible (RGB) and 

infrared (IR) pictures. They gathered 1088 

RGB+IR-matched pictures from six different 

sources. They named this dataset VAIS and made 

it available to the public for use. Their goal for 

employing infrared imaging is to improve 

nighttime performance. They used SIFT 

characteristics to train VGG-16 and Gnostic Fields. 

They achieved 87.4 percent daytime accuracy and 

61.0 percent nighttime accuracy using those 

classifiers in combination. 
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Fruit identification was demonstrated by Patel, 

Jain, and Joshi [4] using an enhanced multiple 

feature-based approach. Effective feature 

extraction is trained into an image processing 

method in order to identify the fruit. The 

algorithm's design is to determine various weights 

for the input test image's properties, such as 

intensity, colour, orientation, and edge. 

 

The approaches for fruit processing's sorting and 

grading were introduced by Nagganaur and 

Sannanki [5]. 

 
The machine begins the procedure by taking a 

picture of the fruit. Following that, the picture is 

sent to Matlab for feature extraction, 

categorization, and grading, all of which are 

accomplished using a fuzzy logic technique. 

 

The literature review contains several recognition 

and classification systems that may automatically 

examine the fruits for illnesses, a maturity phase, 

category recognition, etc. The approach taken by 

[6] to categorise the bananas using the CIE Lab and 

hue channel The fuzzy parameters were modified 

as part of the particle swarm optimization (PSO) 

process. [7] classified fruits using a kernel support 

vector machine with several classes (KSVM). 

SVMs were trained using the reduced feature 

vector and 5-fold stratified cross-validation. 

During the categorization process, a mix of color, 

texture, and form characteristics were employed. A 

unique multi-layered feed-forward unsupervised 

neural network called a convolutional neural 

network (CNN) was created to handle picture 

categorization. The feature extraction layer is 

another name for the convolution layer of a 

convolutional neural network (CNN). 

 

 
III. EXISTING SYSTEM 

The CNN algorithm was used by the authors to 

distinguish between yellowish-green, unripe, 

medium, and ripe bananas. Before submitting them 

to training, image noise was removed using a 

bilateral filter, and for variants, data augmentation 

was used. In terms of accuracy (96.18%) and 

execution time, the recommended model surpassed 

NASNet Mobile. The authors experimented with 

various CNN hyper-parameters to sort ripe 

Medjool dates using CNN from scratch 

architectures, ResNet50, ResNet101, ResNet152, 

VGG16, VGG19, InceptionV3, etc. The 

effectiveness of CNN architectures in classifying 

the maturity of Medjool dates was rated in terms of 

accuracy and processing speed. The Adam 

optimizer's 0.01 learning rate with 128 batch sizes 

gave the VGG19 model a maximum accuracy of 

99.32%. 

 
IV. PROPOSED MODEL 

 
An example of a deep learning system is a 

CNN, which is made up of neurons and uses 

trainable weights and biases to classify incoming 

images. A CNN may comprise tens or even 

hundreds of layers, each of which may be trained 

to recognise certain aspects of an image. A CNN 

may automatically and adaptively learn spatial 

hierarchies of information by using convolutional 

layers. For example, pooling layers and completely 

linking layers are a few of the building blocks. The 

output of each training picture's consolation is used 

as the input for the next layer after each image is 

convolved using a range of resolution filters. 

 

With the input picture size set to 112*112*3 for the 

supplemented dataset and 227*227*3 for the 

original dataset, this study uses three convolutional 

layers with two max-pooling layers. The loss 

function used is the cross-entropy function. while 

Adam is selected as the optimizer. so that weight 

and offset modifications may be made more 

steadily thanks to Adam's method. To balance 

training and validation accuracy and loss, a 20% 

dropout was employed. The output layer uses the 

softmax activation function as a last step. 
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Fig 1: CNN ARCHITECTURE 

A.ALEXNET 

The AlexNet architecture is divided into eight 

layers, three of which are completely connected 

and five of which are convolutional. The 

convolution layer, which is the foundational 

component of the network, constitutes the top 

layer. The first layer of AlexNet's convolution 

window is 11 by 11. Objects in ImageNet data 

frequently occupy pixels that are times wider 

and higher because ImageNet photographs are 

eight times larger than MNIST photographs.and 

include more visual information. We need a 

larger convolution window to catch the item. 

Electronics 4100, 2022 The convolution 

window shapes of 8 of the 13 are altered to 5*5 

and then 3*3. 

 

 
Fig 2: ALEXNET CLASSIFICATION 

 

 

The final convolutional layer is immediately 

followed by two gigantic, fully connected layers 

with a total of 4096 outputs. The input picture, 

which has pixel values of 227 for width and 227 

for height, is transferred to the input layer along 

with further 3D colours that are RGB-saved 

images. The concealed layers are then 

transmitted with the image, where it is 

processed before moving on to the fully 

connected layers, which include convolutional 

layers of different filters, and lastly to the layer 

of output. The first complicated layer is reached 

after the input, and the picture is transmitted. is 

reduced in size, depending on whether padding 

is there or not. The pooling layer's input image 

will be 55*55*96 in size since the first layer's 

filter size is 96. The two formulas stated above 

are used to determine the values for each input 

size. When using the supplemented dataset, the 

picture size is decreased to 112 by 112 pixels 

since training a model with a large dataset 

consumes more RAM than is available. As a 

result, by scaling down the image to "112," the 

AlexNet model is trained, verified, and tested. 
 

 

 
Fig 3: PROPOSED FRAMEWORK 

 

 

 

B.PREPROCESSING 

 
To extract the image's features, we used three 

different learning algorithms. Preprocessing is 

followed by image resizing and rgb to grey 

conversion, and three learning algorithms are 

available: preprocessing followed by SVM, bag of 

features, and custom-trained convolutional neural 

networks using transfer learning. 
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C.SEGMENTATION 

A method for segmenting a collection of data 

into a preset number of groups is called "K-mean 

segmentation clustering." The most widely used 

method is k, which stands for clustering.It divides 

a group of items using the K-means clustering 

algorithm. It creates k separate clusters from a 

given amount of data. The K-means algorithm 

consists of two sections. After computing the k 

centroid in the first phase, each data point is 

assigned to the cluster with the centroid that is 

closest to it in the second phase data into a group 

of k numbers of data. 

D.HYBRID METHOD CNN WITH SVM 

Hybrid fruit picture categorization using SVM 

(support vector machines). A hybrid CNN-SVM 

model is recommended for the Maraval dataset's 

ship categorization. The recommended method 

offers the best of both worlds by combining SVM 

and CNN classifiers. Convolutional neural 

networks (CNNs), which are used for supervised 

learning, consist of multiple completely connected 

layers.. CNN is able to learn invariant local 

properties and functions similarly to humans. It can 

extract the most discriminating information from 

unprocessed ship photos. The suggested method 

extracts the most recognisable characteristics from 

the raw input photos using a 5x5 kernel/filter. The 

mm filter in the convolutional layer is convolved 

with the cnn input neurons in the input layer. 

 
 

E.TENSORFLOW 

Open source software for numerical 

computations is called Tensor flow. It was initially 

intended to be used for machine learning and deep 

neural network research. Users who wish to 

employ neural networks in various scenarios may 

find neural network topologies in Tensor Flow 

along with retraining scripts. 

 

 
 

 
 

Fig 4: HYBRID FRUIT IMAGES 

 

 

F.KERAS 

To prepare, model, evaluate, and optimise 

neural networks, one uses the open-source Keras 

Python-based neural network library. It has the 

ability to run on top of TensorFlow. Given that the 

backend is responsible for high-level APIs utilise it 

for management.. It is designed for both the 

training process with a fit function and the 

development of a model. It is intended for low- 

level computing using tensors or TensorFlow and 

backend convolution. Preprocessing, modelling, 

optimization, testing and presentation python 

libraries imported. 

 

V. EXPERIMENT RESULTS 

The deep learning framework PyTorch has 

an inbuilt tensor data format (a multidimensional 

tensor). In this paper, MobileNet was applied to the 

Fruit Dataset to determine how well the network 

performs at classification. The Fruits dataset was 

used to generate these 1260 images, which are 

divided into 7 categories: 15% of these images are 

used to test the model, and 85% are used for 

training and overall 98.74%. The network is trained 

using a 14-batch size across 10 epochs. The results 
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demonstrate that the suggested paradigm operates 

well. when compared to established models and 

show promise for use in practical situations. This 

type of increased precision and accuracy will help 

increase the machine's overall fruit recognition 

effectiveness. 

 

 

 

 

 

 

 
Fig 5: UPLOADING IMAGES 

 
 

 

Fig 6: PREDICTION 

 

 

VI. CONCLUSION 

 
The fruit may be identified by properties like form, 

colour, and texture in the suggested project. This 

expands people's understanding of certain 

uncommon and unusual fruits. The project's major 

focus is on minimising human effort and 

simplifying human existence. Fruit identification 

might decrease the continuous issues that are 

present. It reduces misunderstandings about the 

particular fruit. Future work that might be done on 

this project includes the development of a web 

application. This software is available to users 

24/7, from any location. 
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Abstract— Devices are locked and unlocked using biometric 

security based on eye blinks rather than PINs. Using devices in 

uncontrolled situations, on the other hand, makes you 

extremely vulnerable to spoofing by replay assaults. Stationary 

facial expression authentication is an instance of a biometric; 

hackers use the facial images of fictitious individuals to activate 

devices, leading to unprotected activities and the unintentional 

disclosure of personal data. In place of static face 

authentication, we addressed a biometric security system that 

tracks a person's eye blinking motions as well as their face. The 

suggested system gets a stream of images as information by 

instructing the user to follow an eye-blink pattern. The 

developed scheme then confirms the individual's identity using 

the proper eye-blink pattern. 

Keywords—Biometric authentication, spoofing, eye blink and 

person’s identity 

I. INTRODUCTION 

Every organization must prioritize security, and 
automatic service access is essential to enhancing security 

and privacy [1]. Security is the most important aspect of any 
organization. Biometric recognition's primary objective is to 
reliably distinguish between individuals and applications 
using one or more signals produced by physical or 
behavioral characteristics like fingerprints, faces, iris, voices, 
hands, or a written signature. Biometric technology has a 

number of benefits over conventional security measures [2]. 
A password or PIN that could be lost or stolen is not required 
to be remembered, nor is it necessary to carry a key or card 

with you at all times [3]. However, biometric systems have a 
number of disadvantages, including a lack of privacy because 
it is possible to access facial photographs from social media 

or be accidentally clicked, and anyone might obtain finger 
prints [4]. 

The proposed research work aims to create a prototype 
based on a biometric authentication system based on a 
person's eye blink. As a first stage, it analyzes the 

possibilities for constructing the authentication system before 
it can be designed for an authentication system. There is a lot 
of spoofing or assault in the field of biometric systems 
nowadays. To create a prototype biometric authentication 
system based on a person's eye blink, detect the eye blink 
with the help of a button change, and then confirm the 

authentication [5], [6]. 

These days, security is being discussed more and more in 

a wide range of industries, as well as the technological tools 
that can be used to combat it: computer access control, e- 
commerce, banking, and so forth [7] [8]. There are two 
conventional ways to establish someone's identity. The first 
approach is based on knowledge. A person's ability to 
activate a mobile phone is based on their knowledge of 

personal information, such as a PIN number. The second 
option is to base ownership on tokens. It might be as 
straightforward as a badge, a key, or another piece of 
identification. These two types of identification can be used 
together to boost security in situations like those involving 
bank cards [9, 10]. They do, however, each have 

shortcomings of their own. In the first example, the password 
is utilized; however, a third party could guess the password 
or forget it. In the second situation, the badge (or ID, or key) 
may be lost or stolen [11] [12]. 

 

Figure .1 Architecture of the Generic Biometric System 

As shown in the above figure 1, the major modules in the 
generic biometric authentication system are the capture 
module, which is the biometric system's entrance point and 

consists of capturing biometric data in order to extract a 
digital representation [13] [14]. In order to expedite the 
verification and recognition stages [15], signal processing 
modules enable the optimization of processing time and the 
digital representation collected during the enrollment phase 
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  [16] [17]. To determine how comparable the two sets of     
biometric information are, the matching module compares the 

information retrieved by the extraction module with the 
information of the registered models [18], [19]. The judgment 
module evaluates whether the similarity index returned by the 
matching module is adequate to identify a specific person [20] 
[21]. Biometric systems can be used for a wide range of 
applications [22, 23]. Biometrics can help with security 

problems in transactions, making everyday life safer and more 
practical. 

Biometric solutions are utilized to satisfy the following 
domain requirements: Biometric technology and law 

enforcement have a long history of collaboration, and as a 
result of this mutually beneficial relationship, some 
significant achievements in identity management have 
occurred. The police force's use of biometrics is now truly 
multimodal. Fingerprint, face, and voice recognition are all 

important tools for improving public safety and locating the 

people we're looking for. Biometric technology can be used 
in a variety of settings, including at the border. Border 
crossing procedures can be automated with the help of 
biometric technologies. Passenger screening programs that 
are reliable and automated, as well as automated SAS, help 
government agencies be more efficient while still keeping 

borders safer than ever. In the sphere of healthcare, 
biometrics provides an improved model. Medical records are 
among the most sensitive personal documents, and 
professionals need to be able to access them quickly and 
properly. A lack of security and proper accounting can 
distinguish between a quick and correct diagnosis and health 

fraud. 

III. EXISTING BIOMETRIC AUTHENTICATION 

SYSTEMS 

The main objective behind the facial recognition system 
is the certainty that every person has a unique face [10]. As 
we know that every person has a unique fingerprint, 
similarly, every individual face has unique features. Here we 
use features of the face of an individual. We can store the 
features of the faces of many individuals, and they can be 

identified according to their face features. Facial testimony 
and facial recognition are difficult and challenging pieces of 
work. For facial recognition systems to be authentic, they 
must work accurately and precisely. The facial recognition 
technique captured the image using the camera and mapped 
it for comparison with the images stored in the database. If 

the captured image matches any of the stored images, it 
displays face matched; otherwise, it displays face not 
matched. This paper elaborates in detail the entire process of 

a facial recognition system using the OpenCV library. For 
face detection, we use the OpenCV library and the Haar 
cascading algorithm. 

This work provides a feasibility study of faraway interest 
degree estimation primarily based on eye blink frequency 
[11]. The proposed blink detection device was entirely based 
on convolution neural networks (CNNs). Systems and 
strategies for spoofing detection in photos are defined herein. 
A camera can produce a collection of photographs, a primary 
plurality of photographs within the collection of 

photographs, including an illustration of a person's frame, 
and a 2D plurality of photographs within the collection of 
photographs, including an illustration of the human's 
surroundings [12]. 

IV. MATERIALS AND METHODOLOGY 

The "Internet of Things" (IoT) is the term used to 
describe the countless numbers of physical devices that are 
attached to the internet and are actively gathering and 
modifying data. Thanks to the introduction of reasonably 
priced laptop chips and the widespread accessibility of wi-fi 
networks, it is now possible to demonstrate the entirety of the 

Internet of Things, from a tablet to a jet. Gadgets that would 
normally be dumb are given a level of virtual intelligence by 
linking all of those different items and attaching sensors to 
them, enabling them to bring real-time data 33 without 
involving a user. 

The digital and physical worlds are coming together 
through the Internet of Things to establish a smarter, more 
customer satisfaction for us. A sizable open-source library 
for computer vision, machine learning, and image 

processing, OpenCV currently plays a crucial role in real- 
time operations, which may be crucial in cutting-edge 
systems. In pictures and films, it has the ability to find 
objects, faces, or even human handwriting. The suggested 
eye blink biometric system block diagram and software 
execution steps are shown in Figure 2. 

 

(a) 

 

 

 

 

 

(b) 
Figure .2 Proposed eye blink based biometric system (a) 

block diagram and (b) software flow 

 

When used in conjunction with certain other modules, 

like NumPy, Python can systematize the OpenCV array 
shape for evaluation. In order to find visible styles and their 
various abilities, we rent vector areas and perform 
mathematical operations on those capabilities. The original 
OpenCV model was updated to version 1.0. OpenCV is free 
for both academic and commercial use because it is released 
under the BSD license. It provides C++, C, Python, and Java 

interfaces and supports Windows, Linux, Mac OS, iOS, and 
Android. The main objective of OpenCV's development was
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to create real-time programs that were as environmentally 
friendly as possible. 

OpenCV is a terrific device for photograph processing 
and PC vision. It's an open-supply package deal for duties 
such as face detection, objection tracking, landmark 

detection, and more. Python, Java, and C++ are a few of the 
languages supported. Hundreds of helpful functions and 
algorithms are included in the library, all of which are freely 
available to us. Some of these functions are quite broad and 
can be found in nearly every computer vision application. On 
the other hand, numerous of the functions are still unknown 

and have not gotten important attention. OpenCV's most 
outstanding features, which may be applied in a variety of 
operations, include the following: 

To improve the application of screen unlocking by a 

human face, an eye-blink approach (see Figure 2) 

in conjunction with facial recognition is proposed. When a 
user controls a mobile device, facial recognition 
authentication is required to complete the user's identity 
identification before the user may access the device's system. 
As shown in Figure 2, face acquisition, face detection, eye 

detection, eye blink detection, and password authentication 
are the five blocks that make up the system architecture. 

• Face acquisition: A face image is captured using the 
graphical user interface of an Open CV, the front- 
facing camera of a mobile device, or the webcam in a 
laptop. 

• Face detection: It detects our faces while we are 

facing the camera on our laptop, mobile device, or 
webcam. 

• Eye detection: The open CV detects the presence of 
eyes and indicates whether they are closed or open. 

• Keyboard frame work with the help of an eye blink is 

done based on the password with the assistance of the 
GUI. The keyboard has keys from 0 to 9, and the 
keyboard frame works with the aid of eye blinks 
based on the password with the help of the GUI. 

• Password authentication: When a button on the 
keyboard is changed with the aid of the eye. 

V. RESULTS AND DISCUSSION 

The authentication process was experimented with the 
help of 10 student volunteers, ages 20 to 24. Our proposed 
study is non-invasive, requiring only a non-contact webcam 
for authentication. Figure 3 shows Opening the program in 

an IDLE shell (Python 3.10, 64-bit) and running the program 

code with the help of the Run module After execution, a GUI 
tab and button change frame will open in the GUI; users' 
aliveness is detected, and it also shows the eye detected and 
eyes open; the next eye blink is detected; and the button 
change frame has a sequence of numbers from 0 to 9, which 

is helpful for entering the password. If the user enters the 
correct password, it will show authentication success, and 
finally, the output is authentication success. The password 
that was entered by the user is (1, 2, 3). 

 

 
 

(a) 
 

(b) 

Figure .3 Real time biometric authentication and 

password entry for (a) Female volunteer and (b) Male 
volunteer. 

Biometric authentication plays a major role in securing 
the data. The proposed prototype improves the biometric 
authentication and verification of humans using eye blinking 
movements. It runs on a laptop with a webcam. The 

proposed biometric authentication model has been discussed 
and implemented. This method is very convenient to use, and 
there is no need to operate manually. This method is very 
useful for securing personal data. To provide privacy and 
data security, we proposed biometric authentication with eye 
blinking detection. It can also be used by people who are 

wearing spectacles and sunglasses, but lightning conditions 
affect the performance of the proposed system. 

VI. CONCLUSION 

People tend to save vital information in their mobile 
phones due to the popularity of smart phones, such as bank 
information, photographs, customer data, and subscription 
information, among other things. When the information is 
stored on a mobile phone, however, it will require a strong 
security system to prevent the theft of associated data by 

others. Face recognition on mobile devices can be easily 
tricked by using color images of the user. As a result, the eye 
blink was proposed in this research as a way to improve eye 
blink detection. Our solution did not require any difficult 
procedures to verify the user's identification; instead, the user 
simply had to blink his or her eyes and enter the proper 

password to complete the authentication process. 
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VII. FUTURE WORK 

Our proposed work includes developing an automated 
teller machine (ATM) based on eye blinks. The security 

system will be improved as a result of this. Another option is 
to build a person who is paralyzed but is still able to convey 
their thoughts, ideas, and needs. It will undoubtedly assist 
paralyzed people in communicating their thoughts through 
the system's provided language. The objective of this 
technology is to use an eye movement algorithm to lessen the 

effort required for disabled people to communicate their 
thoughts. 
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Abstract— Alzheimer's disease is defined as a brain ailment 

that progressively impairs thinking, cognitive skills and the 

capacity to complete most basic tasks. Memory loss, cognitive 

changes, and other neuronal brain disorders are all symptoms 

of AD, a degenerative condition. Since risk awareness 

encourages patients to take preventative measures even before 

the onset of irreversible brain damage, an absolute diagnosis of 

Alzheimer's disease is vital. Total brain atrophy and 

hippocampal atrophy are considered to be the main diagnostic 

tests for the condition. For this condition, early identification is 

important, and automatic system design is required. Computer- 

assisted methods are implemented for the analysis of AD in 

several types of research and the outcomes are constrained due 

to the congenital findings. Early stages of AD can be diagnosed 

but not predicted because prediction is only useful before the 

disease manifests itself. Deep learning (DI) techniques are used 

to analyze the raw MRI 3D images to identify AD and its 

progressive stages. The efficiency of the deep learning networks 

is defined to be less, which is indefinite for diagnosing AD stages. 

Therefore, processing of the images is necessary for the 

detection and to predict the progression of AD. 

Keywords— Deep learning, Magnetic Resonance Imaging, 

RES NET, Proposed DEEP NET. 

I. INTRODUCTION 

Alzheimer's disease (AD) is a disorder in the brain that 

develops a decline in cognitive activities [1]. This neuronal 

disorder worsens over time affecting the functions of the 

brain. AD is becoming a predominant cause of dementia in 

the aged population, affecting more than 30 million people 

worldwide. Commonly, 65 years of age or older population 

may have AD and the ratio is even higher in developing 

countries [2]. The early symptoms begin with the knowledge 

of recollecting the newly learned information because this 

disorder primarily affects the learning phase of the brain. As 

the disease advances in stage, the symptoms increase and 

affect regions related to disorientation, language, mood 

swings, loss of motivation, not managing self-care, and 

behavior. The primary symptoms formed in this disorder are 

always co-related with stress and age factor. With the decline 

in the patient’s condition, they detach from social and 

emotional contacts and slowly leading to a gradual decrease 

in their physiological functions. 

 
The pathology of the disorder and stages can be analyzed 

briefly using these advanced imaging modalities such as 

Computed tomography (CT), Magnetic Resonance Imaging 

(MRI), Single photon emission tomography (SPECT), and 

Positron emission tomography (PET). Potential biomarkers 

were defined and developed for the improved diagnosis and 

analysis of the disease. The pattern of evolution of stages of 

Alzheimer’s can also be defined using different biomarkers 

like Cerebro Spinal Fluid (CSF), molecular biomarkers, 

hippocampus region biomarkers, and neuroimaging 

biomarkers. These biomarkers are specially defined with two 

advanced imaging modalities like MRI and PET. MRI 

describes the structural information of the brain with which 

the stages of Alzheimer’s are analyzed from cognitively 

normal (CN) to AD. Imaging biomarkers for AD with 

neurodegeneration are widely available in the MRI which is 

non-invasive and more cost-effective compared to Positron 

Emission Tomography (PET) [3]. The computer-assisted 

design for the analysis of AD and progression is being under 

study and is necessary for early diagnosis and treatment. 

Braak H et.al., (1997) defines the frequency-based stages 

in Alzheimer’s disease depend on the intracellular 

metabolisms and structural degree of destruction of the brain 

atrophy [4]. Imaging defines the atrophy of the brain in a 

precise manner. L.shen et.al., (2020) describe the integrated 

analysis of the images using techniques of machine learning 

and deep learning. Brain imaging genomics is studied with 

the help of normal and machine learning techniques. Thus, 

algorithms related to machine and deep learning were more 

efficient and appropriate for brain imaging genomics analysis 

[5]. 

In the proposed model the database images of the stages 

of Alzheimer’s disease (AD) are derived from the 

Alzheimer’s disease neuroimaging initiative database. The 

images are subjected to the reorientation process. The 

analysis of the raw data for the detection of Alzheimer’s 

disease was performed using different deep-learning 

algorithms or networks. The network proposed is specifically 

defined for the analysis of the brain with the increased 

convolution and regression layers. The efficiency of the 

network range is defined to be in the range of less for the 

effective description of progressive stages of AD. Hence t
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processing of the 3D images is necessary for biomarker 

detection. A deep learning network is proposed for the 

analysis of raw 3D images to describe Ad and its stages. The 

3D raw MRI image of AD used for the process of 

classification is illustrated in figure 1. 
 

Fig.1. Raw 3D MRI image of Alzheimer’s Disease 

 

II. METHODOLOGY 

Though there are many proposed algorithms to classify 

the different stages of Alzheimer’s disease, into Normal 

Cognitive (CN), Mild Cognitive Impairment (MCI), Late 

Cognitive Impairment (LMCI), and Early Cognitive 

Impairment (EMCI) in the literature, and even a few 

approaches were made to determine the transition stages of 

Alzheimer’s Disease. In the proposed method, the images are 

subjected to the reorientation process. The 3D MRI images 

(raw data) are analyzed using deep learning networks for the 

identification and grading of Alzheimer's disease stages. The 

efficiency of the networks in classifying and identifying the 

stages of AD is defined to be less than 90%. Therefore, image 

processing of 3D MRI images is necessary to define the 

different stages of AD and to determine the cognitive decline 

of the brain. The process flow is illustrated in figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Process flow of the proposed method 

A. Image Acquisition 

3D Magnetic Resonance images of different stages of AD 

used in the proposed method were derived from the 

Alzheimer’s disease neuroimaging initiative (ADNI)* 

database. ADNI database is a data repository maintained by 

the laboratory of neuroimaging (LONI) at the university of 

southern California, the LONI image & data archive (IDA) 

with more than 2000 images of different brain imaging 

modalities like MRI, PET, DTI and so on. Images of different 

transitional stages such as CN, MCI, EMCI, LMCI and AD 

of the neurological disorder are available in the database. 

Magnetic resonance imaging (MRI) of brain structures 

obtained using 1.5 & 3 Teslas are stored in the repository for 

different age groups especially people above 45 [6]. 

B. Raw Data Analysis 

In the proposed methodology, the source images were 

obtained from the ADNI database and where the images are 

subjected to the reorientation process to configure the images 

to the standard Montreal Neuro-Imaging (MNI) template. 

The raw data images without processing are provided as input 

to the deep learning networks for analysis. Different deep 

learning networks such as UNET, RES-NET-18, RES-NET- 

50, CNN, and LE-NET for the analysis of the raw data. The 

training of the data is performed with 100 raw 3D images of 

each stage of AD used for the process of analysis and 

classification. Batch processing and normalization of the data 

are performed for the multiclass classification process. 

Multiclass differentiation is performed in which four 

different stages of AD are under consideration for the 

classification process. The efficiency of the deep neural 

networks in the process of classification of different stages of 

AD is determined using ROC Curve and its features. Since 

the accuracy value of the different stages of AD is less than 

65%, determining that the networks implemented form an 

indefinite system for the accurate difference of the 

progressive phases of AD. With the help of the results, image 

processing algorithms have to be implemented for the process 

of identification of stages of Alzheimer’s Disease such as 

EMCI, LMCI, CN, and Severe AD. The raw 3D MRI images 

of the stages of AD are analyzed using various predefined 

deep-learning networks. A proposed deep-learning network 

is also defined for the determination of the progressive phases 

of AD. The implementation and layers of the networks used 

are described below. 

Convolutional Neural Network (CNN) 

Convolutional networks are comprised of many hidden 

units, input nodes, and output units. Contrary to a typical 

neural network, the layers of neurons of a convolutional 

network are arranged in three dimensions (width, height, and 

depth dimensions) [7]. The CNN can now transform a three- 

dimensional input volume into an output volume. The hidden 

layers are composed of convolution, pooling, normalizing, 

and fully connected layers. Three layers namely, 

convolutional, pooling, and fully connected layers are 

implemented for the deep learning network. CNN processes 

data using a grid-like architecture and belongs to the class of 

neural networks. The foundational component of CNN that is 

primarily responsible for computation is the convolution 

layer. 

77



Ninth International Conference on Bio signals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

ISBN: 979-8-3503-3816-4    

U-NET 

The CNN architecture underwent minimal alterations to 

accommodate the U-NET convolutional neural network 

architecture. A bottleneck is intended to be built in the middle 

of 3D-expanding U-NETs and contracting paths by 

combining convolution and pooling procedures. Following 

this bottleneck, the image is rebuilt using a convolutional and 

up-sampling technique [8]. 

 

RES-NET- 18 

ResNet18 has an architecture with 18 deep layers. The 

architecture of this network is to enable the efficient 

operation of several convolutional layers. There are two main 

variations in this model set [9]. The first formulation, known 

as mixed convolution (MC), uses 2D convolutions in the top 

layers and 3D convolutions exclusively in the network's 

initial layers. The results usually worsen when more deep 

layers are added to a network. 

 
RES-NET -50 

ResNet-50, a 50-layer network with 48 convolutional 

layers, a Max Pool layer, and an average pool layer, is a type 

of convolutional neural network. Artificial neural networks 

(ANNs) that use residual blocks to build networks are known 

as residual neural networks [10]. With the increasing layer, 

the RES NET networks can be designed and used for the 

process of classification. 

 

LE-NET 

There are seven layers in the LeNet-5 CNN architecture. 

The layer composition consists of three convolution layers, 

two subsampling layers, and two fully connected layers. Le- 

Net has the fundamental components of a convolutional 

neural network, including the convolution layers, pooling 

layer, and complete connection layer, establishing the 

groundwork for its future growth [11]. They used this 

architecture for recognizing the handwritten and machine- 

printed characters. 
 

Proposed DEEP NET 

The proposed deep learning network is defined with the 

3D input layer with the image size to be depending on the 

input image in 3D. A layer of 3D convolution is defined next 

to the input layer with padding of voxels as a structural 

feature. After the convolution of padding, an average pooling 

layer in 3D for the voxel’s description is designed. Each layer 

of the network is interlinked with a hyperbolic tangent layer 

designed for the coordinate functioning of the layers. A set of 

25 convolution and average pooling is again designed with a 

factor in reduced axes size. The average pooling layer 

describes the voxel’s features in the neighborhood and 

determines the functional changes in the entire region of the 

brain [12]. Then a convolution layer in 3D is described for 

the reduced voxel description for the determination of the 

units of the image. Two fully connected layers with the 

discrimination of the four classes are defined for the 

classification process. The output classification layer is 

defined with a four-way (multiclass) classification process. A 

new network designed specifically for the 3D MRI brain 

images of different stages of AD. Classification process 

efficiency is also determined using the ROC and its features. 

The proposed deep network layers are defined below in figure 

3. 
 

 

Fig. 3. Layers of proposed deep network 

 

The efficiency of the networks is determined by the 

description of the Receiver operating characteristic curve 

(ROC) and the features derived from the ROC curve [13]. 

The network's training and testing progress is determined by 

the accuracy, precision, sensitivity, and specificity of the 

network [14]. The efficiency of the deep learning networks is 

defined to be less than 65% stating that any network design 

requires the processing of the images using imaging 

algorithms. For the process of classification of different 

stages of AD, descriptive features of the voxels in the regions 

of atrophy are definite. Therefore, 3D image processing of the 

raw MRI images of the different stages of AD is performed 

to determine the biomarker and to study progressive states of 

cognition in different stages of AD. 

III. RESULTS AND DISCUSSSION 

 
In the proposed methodology, the raw images of the 

stages of Alzheimer’s disease are analyzed and studied by 

comparing the hippocampus region segmented. The primary 

step in this methodology proposed the re-orientation of 

images to the standard MNI template. After reorientation, the 

unprocessed images in 3D are subjected to classification and 

analysis to detect the stages of AD. Deep learning networks 

are implemented for the determination of progressive phases 

of AD. The new net is proposed for the classification of raw 

3D MRI images. 

 

 
Fig. 4. Reorientation of the 3D MRI images 
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The orientation process describes the atrophy of the brain 

regions and biomarker, the hippocampus more effectively 

when compared with other standard templates for brain 

structures. The reoriented image is illustrated in above figure 

4. Different deep-learning techniques are used for the 

description of stages of AD with the help of raw data. 

Predefined networks like RESNET, LENET, and UNET are 

used for the process of classification of raw images. The 

training progress and testing phase of the networks are 

determined with the help of the progression curve. The 

progression curve with epochs defined for the net proposed is 

defined below in figure 5. 

 
Fig. 5. Progression curve of proposed deep network 

 

The ROC curve can be used to describe the classification and 

diagnosis of AD phases and evaluate the effectiveness of 

deep learning algorithms. The ROC is illustrated in figure 6 

given below. 
 

 
Fig. 6. ROC Curve for the different deep learning networks 

 

The ROC defined for each network's training and testing 

process provides a clear vision of the efficiency and the 

probabilistic error of the networks used for the determination 

of the progression of AD and its stages. The features derived 

from the ROC curve are illustrated in the table given below 

in Table 1. 

TABLE I. CLASSIFICATION FEATURES OF ROC CURVE FOR DIFFERENT 

DEEP LEARNING ALGORITHMS 
 

RAW 3D IMAGES ANALYSIS (CLASSIFICATION FOR 

STAGES OF AD) 

Type of 

Deep 
learning 

algorithm 

Accuracy 

(%) 

Sensiti- 

vity 

Specif 

-icity 

 

Error 

Precision 

RESNET - 
18 

51.2 0.512 0.523  
0.488 

0.512 

RESNET - 
50 

55.76 0.598 0.61  
0.445 

0.553 

LENET 52.4 0.523 0.545 0.476 0.501 

UNET 49.4 0.498 0.496 0.506 0.485 

CNN 47.3 0.473 0.432 0.527 0.471 

Proposed 
Net 

61.29 0.601 0.599  
0.388 

0.612 

 

The network error is defined to be more than the region-based 

classification because the entire 3D images with unprocessed 

voxel range values are set as input to the networks. The 

classification of stages of AD is not more definite due to the 

uneven distribution of voxels and inappropriate feature 

descriptions of the networks with the overall atrophy of the 

brain structures. Deep learning algorithms mainly consider 

descriptive features depending on the layers implemented. 

Even for a precise layer of networks, the feature description 

is not more efficient to classify the stages of AD and there is 

no definite descriptive structure for the deep network to 

analyze the atrophy of regions and identify the stages of AD. 

 

The processing of the images is necessary as with the 

previous research and discussions, a computer-aided system 

or any biomarker definition requires the processing of 

images. In a few images, the features are clearly defined using 

deep learning networks with specific designs for the 

classification and identification of the state of the images. 

Sarraf et.al., (2019) describes the recognition of the stages of 

cognitive impairment with the images of descriptive fMRI 

and MRI comparison model using neural networks in 

topology structures [15]. Gupta Y et.al., (2019) defines the 

process of early diagnosis of AD using descriptive voxel- 

based features combined from the cortical and hippocampus 

regions, so the determination of these regions defines the state 

of AD [16]. The region description and analysis were not 

more definite when raw data from 3D MRI is produced as 

input for the deep learning networks. The atrophy of the 

region based on the feature description as a whole is not so 

very clear. In order to further identify the progression 

through the stages of AD and to anticipate the brain's 

cognitive state, image-processing techniques must be 

applied. Pre-processing, segmentation of the biomarker 

region and classification of the stages using transfer learning 

are the future works to be implemented for the early diagnosis 

of AD and the progression of the stages. 

IV. CONCLUSION 

The human brain is divided into several different areas, each 

of which has a specific function that enables the active 

functioning of the human body. Alzheimer’s Disease (AD) is 

defined as a form of cognitive decline of the human brain. 

The brain undergoes both anatomical and functional changes. 

Atrophy of the structural regions in the brain describes the 
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presence of AD and helps in the categorization of stages of 

AD [17]. Three-dimensional magnetic resonance imaging is 

derived from the Alzheimer's disease Neuroimaging 

Initiative (ADNI) database (http://adni.loni.usc.edu). The 

proposed method is raw data analysis of the 3D MRI images 

using deep learning algorithms that help to discriminate the 

different stages of Alzheimer’s disease such as cognitively 

normal (CN), Late mild cognitive impairment (LMCI), Early 

mild cognitive impairment (EMCI) and Severe AD. Different 

Deep learning networks or algorithms such as U-NET, 

RESNET-18, LENET, and proposed DEEP NET are 

implemented for the process of classification of AD and its 

stages. The Comparison of the epochs and analysis of 

efficiency is determined using the ROC curve and its features. 

With this process implementation, the analysis of raw data 

using deep learning is defined to be less significant, in 

classifying the stages of AD. Thus, the application of image 

processing techniques or algorithms is required for the 

determination of the stages of AD and to describe the 

progressive variations in brain cognition. 
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Abstract 
Acute lymphoblastic leukemia is a form of 

blood cancer in which the bone marrow 

overproduces immature white blood cells. 

A novel semantic segmentation of nucleus 

for detection of Acute lymphoblastic 

leukemia is proposed here. The input 

images are obtained from public database 

“ALL-IDB2”. Resizing, SMOTE and 

Augmentation are carried out as 

preprocessing. After pre-processing, 

segmentation of nucleus is performed by 

SegNet and ResUNet. The performance of 

SegNet and ResUNet are compared. The 

segmented images are given as input to 

the classification models. Using Xception, 

Inception-v3 and ResNet50 models, the 

segmented images are classified as healthy 

and blast cells. It is found that Inception- 

v3 performs better than Xception and 

ResNet50 with an accuracy of 93.74%. 

This will be helpful to detect Acute 

lymphoblastic leukemia at the earliest. 

Keywords: CNN, SegNet, ResUNet, 

Inception, Xception, ResNet-50 

I. INTRODUCTION 

Leukemia is a blood cancer that affects the 

reproduction of white blood cells (WBC) in 

the bone marrow. It causes an increase in the 

number of abnormal WBCs, which leads to 

a decrease in immunity [1]. Leukemia is 

divided into acute and chronic variants 

according on how quickly the disease 

progresses. Chronic leukaemia progresses 

slowly over time, and the more mature 

leukocytes can perform some of their usual 

tasks. In contrast to acute leukaemia, which 

develops swiftly and shows a significant rise 

in leukemic cells, chronic leukemia 

develops over time. Leukemia is further split 

into myelogenous and lymphoid types 

depending on the type of afflicted cell from 

which the malignancy arises [2]. 

Proliferation of immature white blood cells 

and accumulation of abnormal cells cause 

ALL. This type of cancer progresses rapidly, 

replacing functional lymphocytes with 

inoperable leukemic cells. Accurate and 

early detection of these cells are important. 

It is a common cancer in children aged 0 to 

14 years. The survival rate for children is 

only 65.3%. 

The objective of the work is to propose a 

novel segmentation technique for separating 

the nucleus from acute lymphoblastic 

leukemia cells. Deep learning networks are 

suggested for classification of healthy and 

blast cells. The major contribution is 

segmenting the nucleus for better 

classification. The survival rate of cancer 

patients improved significantly if early 

detection of the cancer is done. The accurate 

predictions are of at most priority. 

The paper is organized as follows: Section 1 

covers the detailed overview of Leukemia. 

Section 2 presents the literature survey that 

has been done for the purpose of this paper. 
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Section 3 covers the details of proposed 

methodology with image pre-processing, 

segmentation, and classification. Section 4 

reveals the implementation and results 

obtained in this paper. The conclusion and 

future scope of the paper is given in section 

5 and references are given in section 6. 

II. LITERATURE REVIEW 

Shallu Sharma [3] demonstrated a pre- 

trained Xception model to classify breast 

cancer histopathological images based on 

magnification, in contrast to manual 

methods. Stable performance was best for 

the Xception model and the SVM classifier 

with a "radial basis function" kernel. 

Rohan Khandekar [4] proposed an AI model 

for the detection of all blast cells. The 

YOLOv4 algorithm is used for blast cell 

classification and detection from blood cell 

micrographs. Images from the two datasets 

ALL_IDB1 and C_NMC_2019 were used to 

train the model. 

Xiaodong Chena [5] suggested a lung cancer 

detection system based on lung computed 

tomography (CT) image scores utilising the 

SegNet approach model. SegNet is used in 

the model to segment images, and it 

compares the Deeplab v3, VGG 19, and 

SegNet methods used for manual 

segmentation of lung cancer images for 

accuracy, sensitivity, total image 

segmentation time, specificity, and overlap 

rate. 

Foivos I. Diakogiannis [6] proposed a solid 

basis for the effective resolution of the 

semantic segmentation issue posed by a 

single high-resolution aerial photograph. 

ResUNet, a brand-new deep learning 

architecture, and a brand-new loss function 

based on dice loss make up the framework. 

ResUNet reconstructs colored input images 

and locates boundaries. The ISPRS 2D 

Potsdam dataset is used to evaluate the 

simulation system's performance. 

Ketan Joshi [7] proposed a work that used 

Inception V3 to provide a solid framework 

for classifying sports images according to 

their environment and related environments. 

The performance of the neural network is 

contrasted with that of other classifiers such 

as Random Forest, KNN, and SVM. 

Chayan Mondal [8] proposed a weighted 

ensemble model for ALL classification. In 

the preliminary test set, has produced a 

weighted F1-score of 88.6%, a balanced 

accuracy of 86.2%, and an AUC of 0.941 by 

using the ensemble candidates' kappa values 

as their weights. 

III. PROPOSED METHOD 

An effective approach for ALL cell 

detection is proposed in this paper. The 

ALLIDB2 collection contains 130 

microscopic pictures of healthy white blood 

cells and ALL cells [9]. The block diagram 

of the proposed work is shown in Fig. 1. The 

performance of the proposed system is 

analysed for both segmentation and 

classification. The methodology of the 

proposed work is discussed below. 

A. Image pre-processing 

Pre-processing performs series of operations 

to transform or change data. It is done to 

make raw data suitable for the learning 

model and prevents the model from over- 

fitting. In the proposed system, image 

resizing, SMOTE and augmentation are 

done. The input images are resized to 256 x 

256 dimension as the network accepts input 

of this much size. SMOTE is a data 

augmentation technique by randomly 

selecting a minority class data point and its 

k nearest minority class neighbours, and then 

generating new samples by interpolating 

between these points in the feature space. 
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Fig. 1. Block diagram of the proposed work 

Augmentation is done to prevent the model 

from overfitting where the results from 

SMOTE is used to create a new set of images 

by rotating clockwise by 90 degree and 

flipping it horizontally. 

B. Image segmentation 

Segmentation of cell nucleus is done by 

SegNet and ResUNet. SegNet is a semantic 

segmentation model that consists of an 

encoder and decoder network, then a 

classification layer at the pixel level. A deep 

learning architecture called ResUNet is 

developed using residual connections and 

UNet. To reduce the number of parameters 

and enhance segmentation accuracy, the 

ResUNet architecture incorporates residual 

connections into UNet. 

C. Classification 

Inception V3 model, Xception model and 

ResNet-50 are used for classification of ALL 

cells. Inception-v3 model is made up of both 

symmetric and asymmetric building blocks. 

The inception modules used in each stage 

reduces the number of parameters and 

channels by replacing filters at each stage by 

a filter with smaller size. Xception is an 

extension of the Inception architecture that 

uses depthwise separable convolutions to 

reduce the number of parameters and 

computational complexity of the network. 

ResNet-50 includes 50-layers trained using 

residual connections, which are connections 

between layers of a neural network that help 

prevent the network from becoming too deep 

and complex. 

IV. RESULTS AND DISCUSSION 

In the proposed work, the acquired database 

is increased by pre-processing techniques. 

The nucleus is segmented using deep 

learning technique and the obtained results 

are carried out to classification for the 

detection of cancer cells. The required 

images are obtained from ALL-IDB2 

database consists of two classes such as 

Cancer cells and healthy cells with 130 

microscopic blood cell images in each class. 

Each has image dimension of 257 x 257. The 

Fig. 2 displays the sample images used in 

this project. By pre-processing the undesired 

pixels were removed. Pre-processing the 

images include Resizing, SMOTE, 

Augmentation. Image resizing   is 

necessary to ensure uniformity and to fit the 

images suitable for segmentation model the 

images are resized to 256 x 256 dimension. 
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predicted image to the form the segmented 

image. The comparison between the SegNet 

and ResUNet are better understandable with 

the values of the performance metrics is 

tabulated in Table 2. Dice coefficient as in 

(1) used to evaluate the performance of a 

segmentation model ranges between 0 and 1, 

where P is the predicted result and G is the 

ground truth result. 
 

Dice coefficient = 
2 ∗ |𝑃∩𝐺|

 
|𝑃|+|𝐺| 

(1) 

Fig. 2. Sample images from ALL IDB2 

dataset 
 

SMOTE generates synthetic images by 

oversampling the minority class samples and 

generates minority class images to match the 

majority class. Synthetic images are 

artificial images generated by SMOTE. 

Augmentation is done with Rotation by 90 

and horizontal flip. The new set of images 

are generated. Further the results are given 

into segmentation. The Table 1 shows the 

number of images after each pre-processing 

stages. After SMOTE, the number of healthy 

and blast images have been increased from 

130 to 243. After Augmentation, the number 

of healthy and blast images have been 

increased from 243 to 729. Therefore, the 

total number of images is 1458 is utilized for 

the proposed work. The segmented results of 

The hyperparameters such as learning rate of 

0.00001, epoch of 10, batch size of 16 are 

used for SegNet and a learning rate of 

0.00001, epoch of 15, batch size of 16 are 

used for ResUNet. ResUNet model have 

attained a maximum accuracy of 98.36 % 

while SegNet attained accuracy of 96.99%. 

The training and validation accuracy plot is 

shown in Fig.4. The segmentation is also 

compared by evaluating the dice coefficient 

values which showed that ResUNet model 

gives better results. The results from 

ResUNet are further used for classification 

purposes. ResUNet is designed to get high 

performance with fewer parameters. SegNet 

can conserve memory by switching the 

pooling indices from the compression path 

to the expansion path. 
 

Table 1. Number of images after pre- 

processing 

both Healthy and Cancer cells by SegNet 

and ResUNet with comparison of ground 
Type Sample 

Images 

After 

SMOTE 

After 

Augmentation 

truth images are tabulated and shown in the Healthy 130 243 729 

Fig. 3. In predicted image, the white region    

is classified as the nucleus of the cell by the 

model. The input image is merged with the 

   Blast 130 243 729  

Table 2. Performance comparison between SegNet and ResUNet 

 
Model Accuracy Validation 

Accuracy 

Loss Validation 

Loss 

Dice 

Coefficient 

 

SegNet 

 

97.3% 

 

96.99% 

 

6.6% 

 

7.49% 

 

97.4% 

 
ResUNet 

 
98.26% 

 
98.36% 

 
3.6% 

 
3.3% 

 
98.2% 

Type Of 

Cells 

 
Sample Images 

 
Healthy 

Cells 

 

 

 

 

 

 

 
Cancer 

Cells 
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TYPE OF 

CELL 

INPUT 

IMAGES 

GROUND 

TRUTH 

PREDICTED 

IMAGES BY 

SegNet 

SEGMENTED 

IMAGES BY 

SegNet 

PREDICTED 

IMAGES BY 

ResUNet 

SEGMENTED 

IMAGES BY 

ResUNet 

 

 

HEALTHY 

CELLS 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

HEALTHY 

CELLS 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
CANCER 

CELLS 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
CANCER 

CELLS 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

Fig. 3. Segmented images by SegNet and ResUNet 
 

As opposed to ResUNet, which moves entire 

feature maps from the compression path to 

the expansion path. ResUNet's segmented 

images are fed into the ResNet-50, 

Inception-v3, and Xception models. The 

Table 3 shows the comparison between 

Inception-v3, Xception and ResNet-50 in 

terms of the accuracy and loss. The results 

convey that Inception-v3 has better results 

compared to Xception and ResNet-50 

attaining an accuracy of 93.74%. The 

hyperparameters such as learning rate of 

0.00001, epoch of 30, batch size of 32 are 

used for Inception-v3, Xception and 

ResNet50. The training and validation 

accuracy plot of Inception-v3, Xception and 

ResNet50 are plotted in Fig. 5. Xception can 

be seen saturated after 5 epochs and 

Inception-v3 has been slightly increasing on 

each epoch. The Table 4 depicts the 

performance of Inception-v3, Xception and 

ResNet-50. Precision, Recall, and F1 score 

are utilised as performance metrics for 

comparison. According to the performance 

measures of Inception V3, Xception, and 

ResNet-50, Inception V3 performs better 

than ResNet-50 and Xception. As Inception- 

v3 has deeper networks compared to 

ResNet-50. It is computationally less 

expensive as it uses auxiliary classifiers as 

regularizer. ResNet-50 network is too 

shallow as the learning might be very 

inefficient and the detection of errors 

becomes difficult. 
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a) b) 

Fig. 4. Training and validation accuracy of a) SegNet and b) ResUNet 

Table 3. Performance comparison between Inception-v3, Xception and ResNet-50 

 

MODEL ACCURACY 
VALIDATION

 LOSS 
VALIDATION 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

a) b) c) 

Fig. 5. Training and validation accuracy of a) Inception-v3, b) Xception and c) ResNet50 
 

The confusion matrix of Inception-v3, 

Xception and ResNet50 are shown in Fig. 6. 

Inception-v3 model has attained a maximum 

accuracy of 93.74% while Xception attained 

90.39% and ResNet-50 attained 72.81%. 

The performance measured used to evaluate 

the efficiency are precision, sensitivity, F1 

score and specificity. Sensitivity as defined 

in (2) is used to measure the ability of a 

model to correctly identify positive cases. 

Specificity as in (3) is a measure of the 

ability of a model to correctly identify 

negative cases, where W as true positive, X 

as true negative, Y as false positive and Z as 

false negative. 

 ACCURACY  LOSS 

 

Inception-v3 

 

93.74% 

 

90.74% 

 

25.77% 

 

28.80% 

 

Xception 

 

90.39% 

 

89.38% 

 

26.97% 

 

28.81% 

 
ResNet-50 

 
72.81% 

 
71.92% 

 
56.42% 

 
55.59% 
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Sensitivity = 
𝖶

 
𝖶+Z 

(2)  
Table 4. Performance analysis of Inception-v3, 

Xception and ResNet-50 
 

 

 
Specificity =   

𝑋 
(3) 

𝑋+𝑌 
Model Precision Sensitivity F1 score Specificity 

Inception V3 model overall performance in 
 

Inception- 

 

93.1% 

 

93.5% 

 

93.3% 

 

93.14% 

all metrics is comparatively higher than v3  
Xception and ResNet-50. The proposed Xception 88.6% 92.3% 90.4% 88.2% 

work will be useful to identify the blast cells      

more accurately. ResNet- 

50 

73.55% 71.33% 72.42% 74.3% 

 

 

 

 

a) b) c) 

 
Fig. 6. Confusion matrix of a) Inception-v3, b) Xception and c) ResNet50 

 

Table 5. Performance comparison of 

proposed method with some existing method 

 
Authors Methodology Accuracy 

thresholding based segmentation method 

and different classifiers are used to get best 

classification accuracy of 93.41% [12]. The 

proposed method has high performance with 

an accuracy of 93.74% over other existing 

Sahlol etal., 

[10] 

 
Sonali Mishra 

etal., [11] 

 
Chayan 

 

Texture + EHO-NN 91.8% 

 

 
DCT + SVM-L 89.76% 

 
 

Xception, DenseNet-121, 

methods is listed in Table 5. 

V. CONCLUSION 

The most prevalent type of malignancy in 

white blood cells is acute lymphoblastic 
Mondal etal., 
[8] 

 
Abdeldaim 

etal., [12] 

Proposed 

method 

MobileNet, VGG-16 and 
InceptionResNet-V2 

 
Shape, color, and texture + 

SVM(RBF) 

Inception-v3, Xception and 

ResNet-50 

88.8% 

 

 
93.41% 

 

93.74% 

leukaemia. The immature cancer cells will 

progress rapidly. The timely prognosis and 

treatment are need of time. The main 

objective of the work is to create a highly 

accurate diagnostic approach for acute 

lymphocytic leukaemia. For this purpose, 

Shape, color and texture features are 

extracted with a classification accuracy of 

91.8% [10]. the color conversion and 

around 1458 images are utilized. All the 

images are pre-processed by using different 

methods such as Resizing, SMOTE and 
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Augmentation. All the pre-processed results 

are given to segmentation which is carried 

out by SegNet and ResUNet. The ResUNet 

outperforms then SegNet with an accuracy 

of 98.26%. Using Inception-v3, Xception, 

and ResNet-50, three deep learning 

approaches are used to classify the 

segmented data. And their performance is 

compared to find the better model. With an 

accuracy of 93.74%, the Inception-v3 model 

performed better than the Xception and 

ResNet-50 models. The proposed work will 

be useful for the clinicians to take decisions 

on Acute lymphoblastic leukemia at the 

earliest. 
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Abstract—The health of children and women are highly 

affected due to conflicts or war. The effects of war create terrible 

emotional consequences and physical consequences. The well- 

being and development of nation are also ensured by an 

intelligent defense system. Threats faced by tanks and other 

armored vehicles on the battlefield are getting more 

complicated. The proposed vision based active protection 

system installed in the tank is capable of recognizing the hostile 

targets precisely and destroy targets in the air before entering 

into the territory. This real-time Active Protection System can 

save the life of the civilians during warfare. The proposed model 

integrates a vision-based image processing technique with 

ultrasonic sensor for the real-time active protection system. The 

model utilizes lightweight deep CNN model (YOLOv5s 

architecture) on a Raspberry-Pi1 processor to recognize the 

hostile targets. Then, the predicted data is transferred from 

Raspberry-Pi1 processor to the cloud. Raspberry-Pi2 processor 

receives the information from the cloud and controls the missile 

operation of the tank in real-time. The Raspberry Pi processor 

is a low-power computing device, and YOLOv5s is familiar for 

its light weight and timely recognition. The proposed YOLOv5s 

model obtained an Average Precision of 93.10%, Average Recall 

of 89.50%, and F1-score of 91.26%. The Prediction time of the 

model is 4.1ms on Google Colab and 405ms on Raspberry-Pi 

processor. 

Keywords— Active protection system, YOLOv5, Raspberry-pi, 

Radar. 

I. INTRODUCTION 

The health and prosperity of nations are severely damaged 
by war. According to the world congress on public health, the 
psychological effects of war are terrible. It includes an 
increase in the prevalence of somatoform disorders, post- 
traumatic stress disorder, anxiety, and depression. War also 
leads to an upsurge in death rates and disabilities, the collapse 
of social and economic structures, famine, multiple 
interruptions to healthcare system, the breakdown of medical 
supply chains, the migration of health practitioners, and fatal 
disease outbreaks. As per the recent studies it is revealed that, 
in 2017 at least 16% of children and 10% of women globally 
were lived in dangerously close proximity to war zones or 
made homeless as a result of conflicts. Moreover, this exposes 
them to harassment, sexual assault, isolation, early marriage, 
and exploitation. 

Every nation has a defence team to protect the country 
from foreign aggression and internal challenges, and to 
maintain security and peace within its territory. The countries 
make this possible with the help of modern protecting 
equipment’s. Armoured vehicles and military tanks have 
become crucial weapons on the battlefield since their 
invention, With the proliferation of intelligent anti-armour 

 
weapons, tanks and armoured vehicles have been subjected to 
all-around and 3-dimensional attacks both on the ground and 
from the air, putting the crew's survivability to the test like 
never before. To meet this challenge, many nations have built 
tanks and armoured vehicles with protection as the primary 
function. However, the protection of tanks and armoured 
vehicles are strengthened with the introduction of an active 
protection system. 

The purpose of the active protection system is to recognize 
the approaching hostile targets before they are attacked and 
mislead, intercept, or eradicate them. Threats to tanks and 
armoured vehicles are challenging on the battlefield. Tanks 
are man operated in the battlefield. In the midst of war and 
battle, all the protective measures are done by the tank 
operators. The simultaneous task of detecting the hostile 
targets and actively protecting themselves against the enemy 
is a time-consuming, and tedious task. 

Numerous inventions in the field of artificial intelligence 
and vision-based technologies made the real-time active 
protecting system simpler. The tasks like object classification 
and detection have achieved impressive milestones because of 
improvements in deep learning and current machine 
technologies. The recognition of anti-military vehicles like 
aircrafts, helicopters, tanks, drones, UAVs, and trucks in an 
unconstrained environment, dynamic backgrounds, different 
illumination condition, various viewpoints and rapid motion 
is a challenging and time-consuming task. 

In this paper, a deep CNN based model YOLOv5s along 
with camera and an ultrasonic sensor setup is presented to 
recognize the targeted vehicle in real-time. The proposed 
YOLOv5s is a quick and precise object detector algorithm that 
is perfect for dynamic computer vision applications. 
Therefore, the hostile target is actively recognized by using 
the YOLOv5s model. The YOLOv5s model is loaded into the 
Raspberry-Pi1 processor. Then the prediction information is 
transmitted to cloud and from the cloud, the data are 
transferred to the Raspberry-Pi2 to initialize the missile 
operations. 

The vision based active protection system increases the 
tank protection without compromising manoeuvrability. The 
proposed mechanism also intelligently recognize the hostile 
targets and destroy them in the space before entering into our 
territory. This system can save millions of life from the 
disaster. The performance of the proposed YOLOv5s model 
is trained and tested in real-time. 

II. LITERATURE REVIEW 

Samir et al. [1] suggested a hostile target destroying 
system using a robotic platform. The combo of stepper motor 
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with an ultrasonic sensor and a laser missile launcher is 
utilized to recognize the moving target and attack the target 
autonomously. The author used Atmel Mega AVR series 8-bit 
microcontroller. It has a high-performance, low-power 
ATmega32 processor. The author utilized a cannon laser to 
fire the closest identified target. The distance between the 
target and the tank is identified using ultrasonic sensor. 

Nagakishore et al. [2] presents an intelligent sonar-based 
object-tracking system along with DC-geared motor-powered 
firing system is utilized for real time protection. An ultrasonic 
sensor is used to identify the targets at various distances and 
in any type of lighting conditions (day or night). The author 
used Atmel 89C52 microcontroller as a control mechanism. 
When a target is found, the control unit instructs the firing 
mechanism to destroy it. 

Pooja et al [3], suggested an active protection unit by 
equipping the robot platform with a missile detection system 
and auto-destroying system. The author utilized an 
ATmega16, 8-bit, RISC-based microcontroller with 16 MHz 
is used as a processing and control unit. It has an internal 
analog to digital converter (ADC) unit and it utilizes low 
power. The usage of a stepper motor and an ultrasonic sensor 
enhances to rotate the complete setup to 360 degrees. 
Therefore, the stepper motor focuses the target and the laser 
setup fires the recognized hostile target. The author measured 
the distance between the hostile target and active protection 
system using an ultrasonic sensor. 

Anbalagan et al. [4] suggested an active protection 
technique that outlines the use of an ultrasonic sensor to 
protect against a missile that is approaching the target. The 
controller is interfaced in such a way that the stepper motor 
used is to turn the ultrasonic sensors 360 degrees. The 
ultrasonic sensors are utilized to predict the distance between 
the protection system and the hostile target. The launcher 
spins towards the target and shoots after receiving the target's 
information from the control room. The author utilized PIC 
microcontroller as a processing unit. 

Yang et al. [5] suggested an approach to evaluate the 
efficiency of active Protection System. A complete simulation 
system is used to determine the effects of added faults. By 
figuring out how to estimate the impact of errors or, 
alternatively, by estimating the ideal stand-off distance and 
counter measure/target distance, the designers may use the 
model to perform a system-level trade-off with the current 
stand-off range for intercepting inbound targets. 

Likun et al. [6] presents a counterattack component to 
perform as an active protection system. Its primary duty is to 
carry out the goal of destroying the incoming targets. The 
suggested systems will not function independently on the 
field, rather, they will work in teams or tandem with other 
weapons, usually with the aid of troops. 

Bose et al. suggested various single stage CNN 
architectures like SSD MobileNet-V2 [7], RetinaNet-DSC [8] 
and Hybrid SSR models [9], and Sreekar et al. [10] presents 
YOLOv2 model to perform real-time object detection. 

Eslamiat et al [11] compared the performance of the 
YOLOv3, and YOLOv4, architectures. The author utilized 
aerial image datasets to train, test and validate the different 
YOLO algorithms. The author obtained better performance in 
terms of accuracy and prediction time for the latest version 
than the other algorithms. The YOLO based architectures are 

preferred to be the best choice for the real-time recognition 
systems. 

Rahman et al [12] utilizes the YOLO based CNN model to 
identify the faulty insulators in the electric pole. The author 
trained and validated the YOLOv4 with YOLO5 models using 
faulty insulator datasets. The author obtained an F1-score of 
81.00 % to detect the faulty insulators. 

Ge et al [13] presents and compare the contrast versions of 
YOLO 3, 4, and 5. The YOLO architectures are used to 
perform real-time object detection. The author utilized the MS 
COCO dataset to test and train the architectures. It is identified 
that YOLOv5 outperformed YOLOv4 and YOLOv3 in terms 
of accuracy and prediction time. 

Based on the extensive literature survey, every model has 
its pros and cons. The authors [7], [11], [12] and [13] are 
suggested the YOLO architecture for the real-time object 
detection. In this paper, a lighter version of YOLOv5 
(YOLOv5s) CNN model with camera and ultrasonic sensor is 
used for a vision based active protection system. YOLOv5s is 
utilized to perform the real-time hostile target recognition and 
the ultrasonic sensor setup is used for distance measurement 
between the hostile target and tank. The lighter version of 
YOLOv5 is trained and evaluated using the military datasets. 
The performance of the YOLOv5s model is also analysed. 

III. METHODOLOGY 

An integrated deep learning-based hostile target 
recognition technique with ultrasonic sensor is proposed to 
perform a real-time active protection in the battlefield tanks. 
The overview of the Active Protection System (APS) is 
illustrated in fig1. The hostile target recognition is performed 
using a lightweight model of YOLOv5 (YOLOv5s). The 
ultrasonic sensor setup is used to confirm the detection made 
by the deep learning module and estimates the distance 
between the hostile target and tank. 

The YOLOv5s [14] is an efficient algorithm in recent 
times used in a wide range of applications. The YOLOv5s is 
a single-stage object identification model that detects objects 
using a convolution neural network. YOLO can recognize an 
object in a neural network in a single stage, unlike the other 
deep learning models. There are several available versions of 
YOLO, and this work uses YOLOv5s. 

The proposed YOLOv5s model is trained using a custom 
dataset. This custom-created dataset contains 6 classes of 
various Military vehicles (Military Aircraft, Military 
Helicopter, Military Tank, Drones, UAV, Military trucks) and 
200 samples per class. The dataset is split as 80:20 for training 
and testing to avoid overfitting. The training dataset has 960 
samples and the testing dataset consists of 240 sample images 
of 6 different classes. 

The custom dataset is used to train a YOLOv5 (You Only 
Look Once v5) as it is the fastest detecting model with good 
accuracy. The model is then used as an inference to detect the 
class of foreign attacks (through military tanks, trucks, 
aircrafts and drones) in real time with a camera. This model 
detects susceptible vehicles from the live feed with 
localization and the category of the vehicles are identified 
with a high confidence score. 

The YOLOv5 architecture consists of three modules (1) 
CSPDarknet module (2) PANet and (3). The model 
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Fig. 1. Functional block diagram of vision based active protection system 

 

parameters are routed into a CSPDarknet to extract features, 
then into a PANet to combine features, and finally via a YOLO 
layer to identify output (class, score, location, and size).. 

The CSP Darknet53 is utilized as a backbone feature 
extraction network. It addresses the recurring gradient data in 
large backbones and combines the gradient change into a 
feature map. The reduction in the training parameters reduces 

𝐿𝑇 = L 𝑐𝑙𝑠𝑠 + 𝐿𝑐𝑛ƒ + 𝐿𝑏o𝑥 ……. (1) 

where 𝐿𝑇 is the total loss, 𝐿𝑐𝑙𝑠𝑠 is represented as a 

classification loss and expressed in equation 2. 𝐿𝑐𝑛ƒ is denoted 

as confidence loss and expressed in equation 3, and 𝐿𝑏o𝑥 is the 
bounding box loss. 

the inference time, enhance accuracy, and shrink the model 𝐿 = ∑𝑥
2

 𝑙o𝑏j ∑𝑅 [(𝑃i(𝑐) − 𝑃ı (𝑐))
2
] …….(2) 

size. 
𝑐𝑙𝑠𝑠 i=0  i j=0 

A. YOLOv5s Architecture 𝐿 = ∑𝑥
2

 
 
∑𝑅 𝑙o𝑏j [(𝐶i − 𝐶ı)

2
] + 

 
The YOLOv5s architecture  has three main structural 

𝑐𝑛ƒ i=0 

𝛽 
j=0 i 

∑𝑥2 
 
∑𝑅 𝑙𝑛oo𝑏j [(𝐶i − 𝐶ı)

2
] 

 
…….(3) 

blocks i) Backbone, ii) Neck and iii) Head. Fig.2 demonstrates 
the lightweight YOLOv5s architecture. 

1. YOLOv5s Backbone- It uses the cross-stage partial 

𝑛oo𝑏j     i=0      j=0 i 

 
where, 𝑃i(𝑐) is denoted as a probability to be an object. 

𝑙o𝑏j and 𝑙𝑛oo𝑏jare represented as the indicator function. 𝐶i is 
network-based  CSPDarknet  as  the  foundation  for i i

 

extracting features from photos. 

2. YOLOv5s Neck - It creates a feature pyramid network 

using PANet to aggregate the features before sending 

them to the Head for predictions. 

3. YOLOv5s Head Layers: Layers that produce 

denoted as the objectness. 

 
The performance of the YOLOv5s model is determined 

using various parameters like   Precision,   Recall, F1-
score and Prediction time. The various parameters are 
expressed in equation 4, 5, and 6. 

predictions using anchor boxes for object recognition. 

YOLOv5s returns three outputs: the classes of the detected 

objects, their bounding boxes and the objectness scores. 

Transfer learning, a valuable technique for quickly 
retraining a model on fresh data without the need to retrain the 
entire network, was used to train this model. This enhances 
training times and uses fewer resources than standard training. 
During the iteration, the ratio between the predicted and true 
values is calculated using the loss function. 

𝑃𝑟e𝑐i𝑠io𝑛 = 
𝑇𝑟𝑢e  𝑃o𝑠i𝑡i𝑣e 

𝑇𝑟𝑢e 𝑃o𝑠i𝑡i𝑣e + 𝐹𝑎𝑙𝑠e 𝑃o𝑠i𝑡i𝑣e 

 
 

𝑅e𝑐𝑎𝑙𝑙 = 
𝑇𝑟𝑢e 𝑃o𝑠i𝑡i𝑣e 

𝑇𝑟𝑢e 𝑃o𝑠i𝑡i𝑣e + 𝐹𝑎𝑙𝑠e 𝑁eg𝑎𝑡i𝑣e 

 
 
 

𝐹1 − 𝑆𝑐o𝑟e = 2. 
𝑃𝑟e𝑐i𝑠io𝑛 .𝑅e𝑐𝑎𝑙𝑙 

𝑃𝑟e𝑐i𝑠io𝑛+𝑅e𝑐𝑎𝑙𝑙 

……. (4) 

 

 
….…. (5) 

 

 

……. (6) 
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Fig. 2. YOLOv5s architecture 

IV. EXPERIMENTAL SETUP 

dimensional missile launcher. Pulse width modulation (PWM) 
signals are used to operate the missile launcher's servo motors. 
To share the coordinates with the Raspberry Pi2 commanding 
the servo motors, the MQTT broker is hosted on the devices. 
The targets are first acquired by the image processing and their 
distance is measured using an ultrasonic sensor. After 
localization of the target, the Raspberry-Pi1 send information 
to the Raspberry-Pi2 to fire the target precisely. 

V. RESULTS AND DISCUSSIONS 

The custom-built dataset is used to train and test the 
YOLOv5 model. Using a stochastic gradient descent (SGD) 
optimizer, an eight-batch deep learning-based hostile attack 
detection model is trained. The SGD has a 0.0002 learning 
rate, a 0.937 momentum, and a 0.0005 decay rate. The 
YOLOv5s proposed model is trained using a transfer learning 
technique with pre-trained weights. The proposed YOLOv5s 
model is a lightweight and time-efficient detecting model with 
high precision. The model is then used as an inference to detect 
the class of hostile attack through military tanks, trucks, 
aircrafts, UAVs and drones in real-time using a vision-based 
setup. The proposed model recognizes the suspicious attack 
from the live feed and identified its location and category with 
a high confidence score. 

Metrics including Average Precision, Average Recall, F1- 
Score, and Prediction Time are used to evaluate the 
effectiveness of the YOLOv5s model. With an IoU threshold 
of 0.65, the performance is assessed for the models at various 
epochs (100, 150, and 200). The prediction time is calculated 
during the hostile attack detection process. 

TABLE I. PERFORMANCE METRICS OBTAINED USING YOLOv5s. 

The pre-trained weights from the COCO dataset are used 
to train the YOLOv5s model. The training and testing phases 
employ the customised dataset. The gradient decent 
optimization approach is used to improve the training model. 
With a batch size of 8, the model has been trained for epochs 
100, 150, and 200 with a learning rate of 0.0002. Using Python 
tools from the Deep Learning Toolbox and the Pytorch 
framework, Google Colab is used to train the model. Python 
modules like Pandas, Matplotlib, Numpy, and OpenCV 
packages are used in the experimental analysis. The utilization 
of Google Colab enhances the training speed as it offers free 
GPU runtime. 

 

B. Evaluation and Prediction 

Test samples are used to put the trained models to the test, 

and their performance is assessed using measures such as 

mean average Precision, Precision, Recall, and Prediction 

Time for an Intersection over Union (IoU) value. The 

accuracy of hostile attack detection is determined by IoU. 

When the projected bounding box perfectly overlaps the real- 

world bounding box, IoU equals one. As long as the IoU is 

0.5, the forecast is deemed to be correct, and for higher values 

of IoUs, the prediction is precise. An IoU value of 0.65 is used 

in the evaluation of the suggested model. 

C. Implementation 

Active protective system is implemented using two 
Raspberry-Pi controllers using the python framework. The 
Raspberry Pi2 takes input from the coordinates given by the 
Raspberry Pi1 and controls the servo motors in the multi- 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Prediction time using YOLOv5s model on Raspberry-Pi 

processor. 

 
CNN model 

Average 

Precision (%) 

Average 

Recall (%) 

F1- 

Score 

(%) 

YOLOv5s (100epochs) 91.90 84.20 87.88 

 

YOLOv5s (150 epochs) 

 

93.10 

 

89.50 

 

91.26 

 

YOLOv5s (200 epochs) 

 

93.10 

 

89.50 

 

91.26 
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Fig.4. Setup of vision based active protection system 

 

Fig. 5. Sample frames of hostile target recognition 
 

 

 

TABLE II. COMPARISON OF THE COMPUTATIONAL TIME ON GOOGLE 

COLAB 
 

 

 
CNN 

model 

Speed (ms) 

 
Pre- 

process 

 
Inference 

NMS 

per 

image 

Overall 

Prediction 

time per 

Image 

Yolov5s 

(100epochs) 

 

0.2 

 

3.8 

 

1.7 

 

5.7 

Yolov5s 

(150 epochs) 

 

0.1 

 

3.7 

 

2.8 

 

6.6 

Yolov5s 

(200 epochs) 

 

0.1 

 

2.0 

 

2.0 

 

4.1 

 

Table I illustrates the performance metrics obtained using 

YOLOv5s. The suggested YOLOv5s model obtained an 

average precision of 91.90%, average recall of 84.20% and 

F1-score of 87.88% for 100 epochs. The performance of the 

YOLOv5s model is also estimated for epochs 150 and 200. 

The F1-score, Average Precision, and Average Recall are 

93.10%, 89.50% and 91.26% for the epochs of 150 and 200 

respectively. There is no significant variation in the 

performance metrics for epochs 150 and 200. The model 

trained for 150, and 200 epochs perform better than the model 

trained for 100. 

 
The prediction time of the suggested model is analysed on 

both Google Colab and Raspberry-pi processors. The 
YOLOv5s model obtained a prediction time of 5.7ms, 6.6ms, 
and 4.1ms for the epochs 100, 150 and 200 respectively on 
Google Colab. Table II demonstrates the comparison of the 
computational time on Google Colab. The model trained for 
an epoch of 200 predicts with less prediction time (4.1ms) than 
the other models. The prediction time of 420ms, 447ms, and 
405ms are obtained for the epochs 100, 150 and 200 
respectively on Raspberry-pi. Figure 3 illustrates the 
prediction time obtained using the YOLOv5s model on a 
Raspberry-Pi processor. 

The object detection model with the highest average recall 
and precision is a very effective object detector. High average 
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accuracy and average recall were attained by the suggested 
YOLOv5 model. The suggested model is therefore ideal for 
the real-time practical implementation of an Active Protective 
System since it has high average accuracy, high average recall, 
and short prediction times. 

 
TABLE III. COMPARISON WITH EXISTING METHODS 

 

 
Author 

Methodology 

Ultrasonic Sensor 
Based 

Computer Vision 
Based 

Proposed ✔ ✔ 

Samir et al. [1] ✔ - 

Nagakishore et al. [2] ✔ - 

Pooja et al. [3] ✔ - 

Anbalagan et al. [4] ✔ - 

Yang et al. [5] ✔ - 

 

Table III illustrates the comparison of the proposed model 
with the existing methods. The propose model is unique and it 
integrates the computer vision based deep learning model with 
ultrasonic sensor to perform a real-time active protection. 
Whereas, the existing models Samir et al. [1], Nagakishore et 
al. [2], Pooja et al.[3], Anbalagan et al. [4], Yang et al. [5] 
utilize only the sensor based setup for active protection. The 
proposed model is more precise and intelligent than the 
existing approaches. 

 
TABLE IV. COMPARISON OF PREDICTION TIME WITH OTHER MODELS 

 

Author Model Prediction Time 

Proposed YOLOv5s (200 epochs) 4.1 ms 

Sreekar et al. [1] SSD Lite Mobilenet-V2 10 ms 

Bose et al. [7] YOLOv2 12 ms 

Yan et al. [14] YOLOv5 15 ms 

 

Table IV lists the comparison of prediction time with the 
other models. The proposed YOLOv5s model trained for 200 
epochs obtained a less prediction time of 4.1 ms on google 
colab. Whereas, Sreekar et al. [1] obtained 10 ms on SSD Lite 
MobileNet-V2 model, Bose et al. [7] achieved 12 ms on 
YOLOv2 model and Yan et al. [14] reported15 ms of 
prediction time on YOLOv5 model. The proposed model has 
less prediction time than the other existing models. 

Figure 4 demonstrates the complete setup of hostile target 
recognition   using   the    proposed    YOLOv5s    model. 
Fig. 5 illustrates the sample frames of hostile target recognition 
like military aircraft, military helicopters, military tanks, 
drones, UAVs, and military trucks. The predicted hostile 
targets are predicted with a high confidence score. The higher 
confidence scores enhance the accurate prediction of the 
hostile target detection. 

The ultrasonic transmitter and receiver detect obstacles and 
display distance between the hostile target and tank on the 
monitor. The ultrasonic transmitter and receiver are rotated 
and controlled by a servo motor setup. All the information 
collected from the sensor is processed by the Raspberry-Pi and 
displayed. 

VI. CONCLUSION 

The nation's ability to prosper and maintain its health are 
severely devastated by war. The vision based Active 

Protection System in conflict zones actively recognizes the 
approaching hostile target and develops a counterattack in the 
air. Therefore, the Active Protection System protects the 
human beings and society from a huge disaster. The proposed 
framework integrates a vision based deep learning model to 
perform hostile target recognition with an ultrasonic sensor to 
perform a real-time active protection. The vision-based active 
protection system utilizes YOLOv5s deep CNN model for the 
recognition of hostile attacks done by hostile military tanks, 
trucks, aircrafts, UAVs and drones. The distance between the 
hostile target and the tank are determined using the ultrasonic 
sensor. Then the missile is launched to destroy the hostile 
target from attack. The performance of the model is evaluated 
using the test samples of the custom dataset. The proposed 
model obtained an Average Precision of 93.10%, Average 
Recall of 89.50%, F1-score of 91.26% and a Prediction time 
of 4.1ms. The proposed technique with a high configuration 
cameras and ultrasonic sensors can be applied in various real- 
time applications in the defence field. It can also be 
implemented in remote monitoring and tracking frameworks. 
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Abstract— A substantial contributor to the national economy 

in terms of food, nutrition and economic progress is the Indian 

Fish industry. Along with satisfying domestic demand, this 

sector has significantly increased its contribution to foreign 

exchange revenue by export. The fish industry is currently 

developing in a direction that will increase the 

commercialization and specialization of aquatic species. The 

major bottleneck in the development of fish industry is fish 

diseases as it affects the productivity rate heavily. Thus, it is 

essential to predict fish disease at early stage. In this paper the 

computer vision technique is implemented for automatic 

detection and classification of fish disease in fish industry. A 

transfer learning strategy is proposed for automatic fish disease 

detection. Healthy fish, fish with EUS disease, and fish with 

Ichthyophthirius disease are the three classes considered for the 

analysis. The dataset is trained by proposed VGG16 model and 

is compared with AlexNet. Low level features are better 

extracted using VGG16 which plays essential role in 

classification. AlexNet provides accuracy of 64%, while VGG16 

produces accuracy of 91%. 

 
Keywords— Fish disease, Computer Vision, Classification, 

Transfer Learning 

 
I. INTRODUCTION 

The penultimate idea behind Blue Revolution [1] is to use the 

water resources to the fullest extent, possible for the 

development of fisheries in a sustainable manner while taking 

environmental concerns into consideration. This will benefit 

the nation's economy, fisher men and also contribute to food 

and nutritional security. The fish industry is a major 

contributor to global economy, food production and also 

major supply of protein rich food for the world population. 

It is stated that there are approximately 34,000 fish species 

living in the salt and fresh water. The demand for food 

production is continuously increasing in order to meet the 

growing world’s population [8]. From last decades the 

demands the consumption of fish food consumption is 

considerably raising worldwide. Hence fish industry is 

becoming more and more prominent in regular supply of fish 

to match the world-wide food demand. This clearly illustrates 

the necessity of fish production and the vital role of the fishes 

in fish farming. Fish farming is influenced by a variety of 

variables, including climatic change, the underwater 

environment, biological factors, etc. The main factors 

affecting the management of fisheries [9] are water body 

pollution, change in environmental conditions and 

overfishing. The biggest challenge for the fish farming is the 

prevalence of various diseases in these fishes, which 

immediately reduces the pace of production. Thus, the 

research on fish species is paying more attention not only in 

feeding system [11], fish production [12], fish classification 

[13], behavioralanalysis [14] etc., but also for disease control 

[15] in fish species. 

                                                                                                

The major factor that effects in the spreading of fish diseases 

are water turbidity, temperature, pH concentration, climatic 

change, oxygen level and other microorganism present in 

aquatic environment [16]. A method of evaluating water quality 

is necessary because it is the prominent cause of diseases 

brought on by the environment. Due to sudden change in 

temperature, the nitrogen level in water changes which leads to 

poor environment condition for aquatic species resulting in 

various disease. Since fish diseases spread quickly in an aquatic 

environment, it is crucial to predict them in well advance. Live 

detection and monitoring diseased fish are embedded with 

numerous complexities and that it requires manual inspection 

with direct humanvisualization. The accuracy level also 

depends on the skilledlevel of the individual person and is 

quite unpredictable. Therefore, automatic detection of fish 

diseases is proven to be an essential episteme in smart fish 

industry and is noteworthy to identifying environmental 

liabilities, comprehending disease symptoms, and enhancing the 

welfare and health of fish. With the current technological 

revolution, computer vision [17] has been widely adopted in 

disease analysis, particularly in humans, aquatic species and 

floras, and also in assisting human experts to render the 

appropriate therapy. 

Many studies are conducted in fisheries sectors for disease 

control and prediction in fish species. Wide reviews are 

conducted for developing smart fisheries sector based on 

various technologies. Several classification techniques, 

including statistical methods, rule-based expert systems, 

machine learning, deep learning, and hybrid methods [18] 

were published. These cutting-edge methods for fish industry 

were subsequently proposed with a prime focus to conduct 

early and precise disease identification. 

Waleed et al. [2] suggested that fish farms can use an 

automatic method to identify the diseases like 

Ichthyophthirius (Ich), Columnaris, and Epizootic Ulcerative 

Syndrome (EUS) [19]. Yang et al. [23] compared the 

effectiveness of applying various Convolutional Neural 

Network (CNN) architectures to the underwater image 

dataset in various color spaces. From the comparative study 

on deep net architecture, it was inferred that Alex Net 

acquired good accuracy in classifying the fish disease. Juel 

Sikder et al.,[3] developed a smart model to automatically 

identify and categorise fish infections in freshwater, 

particularly in Bangladesh's Rangamati Kaptai Lake and 

Sunamganj Hoar region. The Fuzzy based K- means 

clustering and Fuzzy C-means [3] fuzzy clustering algorithms 

are used for fish disease detection to segment the filtered 

image. The features are extracted from the segmented regions 

using Gabor's Filters with combination of the Gray Level Co- 

occurrence Matrix [4]. Finally, the test image is classified 

using Multi-class Support Vector Machines 
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(MSVM). The K-means and C-means fuzzy logic are 

implemented for the classification. Divinely et al., (2022) [4] 

implemented a Probabilistic Neural Network (PNN) to detect 

fish infections (EUS ulcers, a fungus disease). Images for the 

database and input are gathered from a variety of sources and 

online sites, respectively. After converting RGB to grey, 

images are preprocessed to remove undesirable distortions and 

enhance some image attributes that are important to the entire 

processing pipeline. For effective detection, a variety of 

extraction techniques have been used, the fish diseases taken 

for consideration are ammonia toxicity, worm on fins like 

camallanus and dropsy. Perumal N et al.,[5] surveyed the 

aquaculture fish cultivation in Ramanathapuram district Tamil 

Nadu and proposed a method to detect the EUS disease in 

various fish species. For the purpose of identifying and 

categorizing EUS fish disease, the author employs the K Star 

algorithm. K Star uses an entropy-based distance function and 

is an instance-based classifier. Distance is measured using the 

K* technique, which is also used to establish constant 

characteristics and missing values. This method focuses on 

instance-based learning approach for classification and 

evaluation. The highest level of accuracy is achieved using K* 

algorithm when compared to other algorithms. 

Transfer learning is one of the most popular approaches 

implemented in deep network models. Transfer learning 

approach is critically important due to its remarkable results in 

a variety of computer vision applications [6], including 

segmentation, target recognition, classification and manymore. 

As this requires less pre-processing and results in highaccuracy 

it has become very popular among researchers. Depending on 

the various deep models [10] the number of layers and the 

parameters vary accordingly. 

Therefore, in this research, transfer learning approach is 

implemented for fish diseases detection. Particularly in this 

paper the Deep models implemented are VGG 16 and Alex 

Net. This paper follows a methodical format as Section 2 

focuses on Methodology followed by description of collected 

data and Network architecture in Section 3. Section 4 discusses 

in detailed analysis and results and conclusion is stated in 

Section 5. 

 
II. METHODOLOGY 

 
The overall methodology for disease detection in fish 

species is illustrated in Fig. 1. The proposed methodology 
implements the transfer learning approach and suitable 
optimization operations. The foremost step is in digital image 
processing is the image acquisition followed by the 
preprocessing techniques. The images are acquired and in 
order to increase the datasets the augmentation algorithm is 
implemented. A necessity of applying augmentation 
algorithm is to increase the diseased fish images with the help 
of following operations like flipping, scaling, zooming, right 
shift and left shift. The collected images are labelled as good, 
red_spot and white_spot, thus subjected to three class 
classification. These images are then resized to 224*224 
dimensions. The collected images are split into train and test 
then examined inthe predefined deep models using transfer- 
based technique. The deep models taken for consideration 
are AlexNet and VGG-16. The model is trained and tested for 
our own datasets of fish species of three classes. The 
performance of the deep models are evaluated using the 
performance metrics. 

 

 
 

Fig. 1. Proposed workflow for disease detection in fish species 

 
 

III. MATERIALS AND METHODS 

A. Dataset - Fish Disease 

The categories taken for consideration are healthy fish, 
EUS disease and Ich disease in fish. The parasite infestation 
ICH, commonly known as white spot syndrome, is produced 
on by the ciliated protozoan Ichthyophthirius multifiliis and 
affects mostly the freshwater cultivated fish [7]. One of the 
most typical infections found fish in tropical region is Ich 
[19]. Its symptoms include microscopic white spots that 
resemble salt granules on the body section and also gill of 
fish. Some common symptoms include frequent body rubbing 
against environmental items, appetite loss and unusual hiding 
activity. The oomycete infection is also termed as Epizootic 
ulcerative syndrome (EUS) otherwise called as red spot 
disease. This type of disease is mostly present in fish 
cultivated in tropical water environment and in very low 
temperature regions. The brackish water and freshwater 
cultivated fishes [8] in continents like Asia and Australia are 
highly affected by this infection. Fish initially get red 
blotches on their skin. These lesions grow to becomeulcers 
and large erosions packed with mycelium and necrotictissue. 
Then slowly Granulomas begin to develop in the internal 
organs. The images of three categories of fish areshown in 
Fig. 2. 

 

 
Fig. 2. Sample images of three classes of fishes i) Healthy fish ii) EUS 

iii) ICH 

 

The fish disease images are acquired from fish farms and 
from internet sources. The data augmentation is applied to 
increase the number of images due to limited resources of fish 
diseased images [20]. The various augmentation techniques 
employed are rotation, zooming, and zooming, cropping, 
noise addition, vertical and horizontal flip, left andright shift. 
After performing the augmentation 1000 images per 
categories are taken into consideration. The train test ratio 
implemented is 80:20. 

 
B. Network Architecture-VGG 16 

VGG-16 model was introduced by Karen Simonyan and 
Andrew Zisserman [21] ILSVRC challenge and it is 
demonstrated on ImageNet dataset and won the first place in 
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object detection and second place in object classification. The 
input sizes of the image are fixed and have RGB Channels, 
the image dimensions (224, 224, 3). This model consists of 
16 layers with total number of parameters 138.4 million 
approximately which consists of 13 convolution layers 
stacked with 5 max pooling layers combined with 3 fully 
connected layers. This model classifies the 1000 classesof 
objects that are from ImageNet datasets. In AlexNet the 
dimension of the kernels is different for each convolution 
layer. But in case of VGG-16 all convolution layer has a 
uniform kernel size of 3 × 3 and all max pooling layer have 
kernel size of 2 × 2 throughout the layer. The convolution 
layer is activated usingactivation function called Rectified 
Linear Unit (ReLU) with non-linear property. The 13- 
convolution layer and the 3 fully connected layers uses 
tuneable parameters so totally the16 layers hence this model 
is named as VGG-16 model and shown in Fig. 3. The 
convolution layer uses same padding which indicates that the 
resolution of the image before performing the convolution 
operation is same after performing the convolution operation. 

The input image dimension 224× 224 including RGB 
Channels are passed through the stacks of convolution layer. 
The first two convolution layer consists of 64 channels of 
kernel size 3 × 3. The formula for calculating the output layer 
is shown in the below equation. 

                               (1) 

Where, O is the output dimension of convolution 

I is the Input image dimensions 

K is the Kernel size 

P is the Padding 

S is the stride 

D is the depth of the feature map 

The output is passed to the max pooling layer of the stride 
size 2 × 2 and the image dimension becomes 112 × 112 × 64 
after performing the max pooling operation. The combination 
of two convolution layer along with max pooling layer forms 
the first stack. Then the output was passed through the next 
stack consisting of two convolution layers along with max 
pooling layer with 128 filters instead of 64 filters the output 
dimension becomes 56 × 56 × 128. This is followed by third 
stack consisting of three convolutional layers and max 
pooling layer with 256 filters and this gives the output image 
dimension 28 × 28 × 256. Same process was performed for 
next two stacks and then connected to three fully connected 
layers. 

 

 
 

Fig. 3. Architecture of VGG16. The outer box represents each layerand 

the inner box represents the kernel size 

C. Network Architecture-AlexNet 

AlexNet [22] model was introduced by Alex Krizhevsky in 

an object recognition challenge (ILSVRC) and this model is 

implemented in ImageNet dataset and won the challenge in 

2012. This architecture consists of five convolution layers 

along with the max pooling layer and the 3 fully connected 

layers with tuneable parameters. The activation function used 

is ‘ReLU’ activation function as the training process speed is 

much better than other activation function. The dropout layer 

is also implemented to avoid the overfitting issue. The entire 

architecture is clearly shown in Fig. 4. 
 

 

 
Fig. 4. Architecture of AlexNet. The dimensions details are mentioned for 

each layer and inner box represents the kernel size 

 

IV. RESULT AND DISCUSSION 

The three categories of fish are taken for disease 

classification and implemented the transfer learning approach 

using VGG-16 model and AlexNet [23] model. The collected 

images are augmented and the number of sample fish is 

expanded to 1000 images for respective categories. Then as a 

preliminary process of pre-processing all the images are 

resized to respective image dimensions depending on deep 

models with implementing one hot encoding. Then the 

datasets are split into train and test data with 800 images and 

200 images of each category respectively. The kernel size, 

strides and the activation functions [25] for deep models are 

assigned to respective deep models. Deep network models are 

used to train and test the datasets. The performance 

parameters Precision, Recall, and F1-score [24] for EUS 

category are inferred to be 0.69, 0.66, and 0.67 for Alex-Net, 

respectively. VGG-16 achieved 0.92, 0.94, 0.93 in terms of 

Precision, Recall and F1 score respectively for same 

category. The results obtained are tabulated in Table 1 and 

Table 2. The overall accuracy of AlexNet is 64% and that of 

VGG-16 is 91%. The sample output images of predicted 

category and original category for VGG 16 and AlexNet are 

shown in Fig. 5 and Fig. 7 respectively. The confusion matrix 

for VGG 16 is shown in Fig. 6. The drawback of this transfer 

learning strategy is that the layers cannot be modified, which 

makes it difficult to denoise because few low-level 

characteristics are extracted. So, a novel model to be 

developed in the future while taking the denoising effect into 

account. 

TABLE  I. TABULATION FOR ALEXNET – RESULT SUMMARY 

 
 

Fish 

Class 

AlexNet – 62.3 million Parameters – 240 MB 

Precision (%) Recall (%) F1-Score (%) 

Healthy 0.58 0.73 0.65 

EUS 0.69 0.66 0.67 

ICH 0.69 0.52 0.60 

Accuracy – 64 % 
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TABLE II. TABULATION FOR VGG 16 – RESULT SUMMARY 
 

Fish 

Class 

VGG-16 – 138.4 million Parameters – 528 MB 

Precision (%) Recall (%) F1-Score (%) 

Healthy 0.85 0.91 0.88 

EUS 0.92 0.94 0.93 

ICH 0.96 0.86 0.91 

Accuracy – 91 % 

 

Fig. 5. Result Obtained using VGG 16 
 

 

Fig. 6. Confusion Matrix for VGG16 
 

Fig. 7. Result Obtained using AlexNet 

 

V. CONCLUSION 

Fish disease prevention has traditionally been considered 
a difficult endeavor that necessitates the implementation of 
early disease prediction and detection. The three classes of 
fishes for disease detection are detected automatically 
through the lens of computer vision technology to trace its 
corresponding behavior. Consequently, in this domain, 
transfer learning has been adapted to study the pathogenic 
variables of Ichthyophthirius (Ich) and Epizootic ulcerative 
syndrome (EUS). Furthermore, the Automatic diagnosis of 
diseased fish have scrutinized through the deep models of 
AlexNet and VGG-16. Hence, on a comparative basis, the 
VGG 16 model provides promising results and in future the 
novel deep model is to be developed for various fish diseases. 
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Abstract—neurodegenerative diseases, including 

Alzheimer's disease, Parkinson's disease, and Huntington's 

disease, result in the dysfunction or death of cells within the 

central nervous system. These Neurodegenerative diseases can 

be diagnosed but not predicted at their early stages, as 

prediction is only applicable before the diseases manifest 

themselves. Evolutionary and Protein-Protein interaction 

analysis plays a vital role in identifying new-causing proteins 

and their functionalities in these chronic diseases directly or 

indirectly. The primary objective of this paper is to discover 

newly associated proteins that contribute to the development of 

these neurodegenerative diseases collectively. This framework 

consists of two modules. The primary module includes applying 

evolutionary analysis to identify the top proteins of 

neurodegenerative diseases. The secondary module includes the 

implementation of the Protein-Protein interaction (PPI) analysis 

to find a relation among the identified proteins by building a PPI 

network. This study reveals that APP, PSEN1, MAPT, GIG25, 

PINK1, PARK7, SNCA, HTT, HIP1, and HAP1 are the proteins 

having a relation directly and indirectly among Alzheimer’s, 

Parkinson’s, and Huntington’s diseases. 

 

Keywords—Neurodegenerative diseases, Alzheimer’s, 

Parkinson’s, and Huntington’s, Evolutionary analysis, Protein- 

Protein interactions (PPIs). 

 

 

I. INTRODUCTION 

The central nervous system cells stop functioning or die 

as a result of neurodegenerative disorders like Alzheimer's 

disease, Huntington's disease, and Parkinson's disease. 

Degenerative nerve diseases have an impact on numerous 

bodily processes such as balance, movement, speech, 

breathing and heart function. Alcoholism, a tumour, a stroke, 

or some other conditions like Toxins, chemicals, and viruses 

are the causes of neurodegenerative diseases. Among all 

these diseases the top diseases are Alzheimer’s, Parkinson’s, 

and Huntington’s disease. The degeneration of neurons in the 

brain that occurs in neurodegenerative diseases can be 

observed in various levels of neuronal circuitry, ranging from 

the molecular level to the systemic level. These diseases are 

regarded as incurable because there is no known mechanism 

to stop the ongoing destruction of neurons [1]. The Novelty 

of this study includes the combination of all three diseases 

together and the findings stating the relationship between the 

proteins causing these three diseases together. 

 
A. Alzheimer’s Disease 

In Alzheimer’s disease, the brain shrinks and brain cells 

start to die as a result of the neurologic degenerative disorder. 

According to current theories, the abnormal protein buildup 

in and around brain cells is the main cause of Alzheimer's 

disease. The disease causes dementia means losing thinking 

ability. Memory loss, forgetting things and losing the ability 

to concentrate are symptoms of these diseases [2]. 

 
B. Parkinson’s Disease 

Parkinson's disease affects both the nervous system and 

the body parts that are controlled by the nerves. The problem 

worsens with time. The loss of nerve cells in the substantia 

nigra, a region of the brain, causes Parkinson's disease. At 

first, the symptoms start as a little tremor in one hand. 

Although tremors are one of the illness's typical symptoms, 

you might also stiffen up or move more slowly. The 

slowness of movement, poor balance and coordination, as 

well as shaking in the hands, arms, legs, jaw, or head, are 

among the symptoms [3]. 

 
C. Huntington’s Disease 

Brain nerve cells gradually deteriorate due to 

Huntington's disease, an extremely rare inherited condition. 

The physical, cognitive, and psychological problems that 

Huntington's disease frequently brings on have a significant 

impact on a person's functioning abilities. Concentration 

problems, depression, and mood swings are symptoms 

caused by Huntington’s disease [4]. 
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D. Phylogenetic tree 

A species’ connections, including where it is supposed to 

have originated from, which includes the closest related 

species and other details, are represented according to 

phylogeny. The tree is built using the   neighbour- 

joining algorithm. Edge lengths may be used to calculate 

time, and each node in the phylogenetic tree with descendants 

denotes the predicted most recent common ancestor of those 

descendants [19]. 

 
E. Protein-Protein Interaction (PPI) 

PPIs are the actual physical connections between two or 

more proteins and the representation of intricate biological 

processes. Currently, PPIs are utilized to build PPI networks 

to analyze complex pathways and uncover the activities of 

unidentified proteins. With the help of PPI, the relation and 

the influences of other proteins are easily identified on the 

considered proteins. Nowadays PPI interactions are made 

easy by using online tools, which helps in saving time. 

II. LITERATURE SURVEYS 

Srinivas et al [5] discussed about the Protein-Protein 

Interaction (PPI) analysis Approaches and methods. The PPI 

detection methods which they applied and used include In 

vitro, In silico, and In vivo among these methods, in vitro has 

limitations like cost, and time, and using In silico for Protein- 

Protein interaction can make fast predictions for a large set of 

compounds. 

 

Hussain et al [6] discussed about the identification 

of proteins involved in neurological disorders like 

Parkinson's, Huntington's, and Alzheimer's disease 

development are closely related to each other. The 

similarities are identified by constructing a Phylogenetic 

analysis among the proteins. 

 

Karbalaei et al [7] discussed about the study of 

Protein-Protein interactions of Non-alcoholic fatty liver 

disease (NAFLD) and Alzheimer's disease based on systems 

biology methods. The genes that are common in both diseases 

are identified and constructed in a network using a String 

database. finding the hub and bottleneck proteins are used for 

drug targeting. 

 

Srinivasa Rao et al [8] discussed about the 

improvement of pharmacological aspects requires a better 

knowledge of the molecular pathways underlying the disease. 

For this construction, a PPI network from the dataset includes 

the interactions taken from different databases that include 

Intact, HPRD, Bio Grid, MINT, DIP, INNATEDB, and 

BIND. After the PPI network, to rank and analyze the disease 

proteins, support ratings were assigned. 

 

Hernandez et al [9] discussed about the molecular 

mechanism behind aSyn aggregation and its associated 

pathology in Parkinson's disease (PD), they hypothesized 

modifications to these interactions and essential components. 

The modifications in the associates may stop aSyn 

accumulating, and counteract synucleinopathies harmful 

consequences, therefore providing fresh opportunities for 

pharmaceutical targets in the management of the disease. 

 
Botelho et al [10] discussed about the identification 

of genes encoding proteins with variations highly related to 

PD and periodontitis and proposed Using these genes, a study 

of the Protein-Protein interactions (PPI) network, Genome- 

Wide Association Studies (GWAS) database was used to 

collect relevant genes. Then, using the Search Tool for the 

Retrieval of Interacting Genes/Proteins (STRING) database, 

they carried out a sensitivity analysis with a confidence cutoff 

of 0.7 and a protein interaction analysis with a confidence 

cutoff of 0.9. 

 

Goñi et al [11] discussed about the determination of 

the degree and betweenness, two crucial network theory 

measures, which are traits that set nodes that are implicated 

in MS and AD (seed-proteins) and nodes that are not 

(neighbours). The researchers conducted an evaluation of 

four networks, which included the MS-blood network, the 

MS-brain network, the AD-blood network, and the AD-brain 

network, using empirically-confirmed Protein-Protein 

Interaction (PPI) data. 

 

Rakshit et al [12] discussed about Protein-Protein 

Interaction (PPI) databases, microarray-based gene 

expression data, post-mortem brain tissue samples from 

Parkinson's disease patients, and PPI networks of 

differentially expressed (DE) genes were constructed. Both 

the frontal cerebral cortex and the substantia nigra yielded 

samples. To create two Query-Query PPI (QQPPI) networks, 

two sets of DE genes were chosen from the microarray data 

using 2-tailed t-tests and Significance Analysis of 

Microarrays (SAM). 

 

Chakraborty et al [13] discussed about PPI networks 

by creating a network that displays proteins that were 

associated with the network that was found in both the MS 

and HD datasets. Significant relationships between the DEGs 

and the microRNAs, particularly the highest degree 

microRNA, USA-mir-155-5p, were discovered, The Nod- 

like receptor signalling pathway was revealed to be the 

highest-enriched KEGG pathway overall. Therefore, this 

study may serve as a springboard for future academic 

investigations that would elucidate more insightful data on 

both NDs. 

 

Heinz et al [14] discussed about MID1 protein. 

Explained that mutant RNA transcript is also involved in 

cellular dysfunction and described how the mutant HTT 

transcript interacts abnormally with a protein complex that 

contains the MID1 protein. They demonstrated that MID1 

expression is abnormally elevated in the brains of HD 

patients and HD mice. The idea that inhibiting the interaction 

between MID1 and mutant HTT, mRNA to prevent mutant 

HTT translation would be an effective therapeutic approach 

is further supported by our discovery. 

 

Xie et al [15] discussed about to suggest that treating 

HD may be possible by using overexpression to increase 

striatal BDNF supply. They discovered that some BTg and 

YAC. BTg mice experienced seizures by the age of 16 

months. They were expressed in epileptogenic areas such 

as the entorhinal cortex and hippocampus, which may be the 
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reason why BTg and YAC; BTg animals experienced more 

seizures. 

 

Nopoulos et al [16] discussed about the path 

etiology of Huntington’s disease. They explained the DNA 

changes that cause Huntington’s disease which include the 

unique feature of a DNA trinucleotide (triplet) repeat where 

Huntington is caused by the 36-39 CAG repetitions. The 

CAG repetition is said to be common if the CAG repetition is 

from 10-35. The causes and symptoms like depression, and 

mood swings are explained in this study. 

 

Proskura et al [17] discussed about HTT Protein- 

Protein interaction (PPI). The author considered a set of 

proteins that cause Huntington’s disease and constructed a 

PPI network to identify the relationships among the 

considered proteins which share the most common 

relationship with the proteins. The PPI network is examined 

to identify the relation between the proteins among 

themselves. The complexes responsible for moving freshly 

produced GluR2-AMPARbu were described, and it was 

determined whether the vesicular movement was in the 

direction of the positive or negative end of the microtubule. 

From the study, the authors brought up new innovative 

techniques for the directed verification of diverse data and the 

diagnosis, avoidance, and treatment of the associated 

Huntington’s disease. 

 

III. METHODOLOGY 

A. Data Collection: 

Compile a list of proteins associated with 

neurodegenerative diseases such as Alzheimer’s, Parkinson's, 

and Huntington’s from Uniport (https://www.uniprot.org/), 

Gene cards (https://www.gene cards.org/), NCBI 

(https://www.ncbi.nlm.nih.gov/), and WWW (World wide 

web). From that collection, the protein sequence of the related 

top 10 proteins is in the form of FASTA (fast alignment). Fig 

3.1 shows the data of the proteins taken from the Uni-Port 

when searching for a specific protein and Fig 3.2 shows the 

FASTA data of a protein when searched in NCBI. 
 

Figure 3.1: Uniport proteins sample image.[19] 

 

 

Figure 3.2: FAST data of the HAP40 protein. 

 
B. Methodology: 

The Methodology diagram in Figure 3.3 represents an outline 

of the different stages involved in the current research project. 

The research mainly consists of two steps: Evolutionary 

analysis and Protein-Protein Interaction (PPI) analysis. The 

Evolutionary analysis was conducted on proteins obtained 

from Uni-Port and Gene-card databases. The analysis 

identified other proteins that have an impact on Alzheimer’s, 

Parkinson’s, and Huntington’s disease, after combining the 

results of Evolutionary and PPI analysis. 

 
Figure 3.3: Proposed System Diagram 

i. Evolutionary analysis: 

To learn how the program for multiple sequence alignment 
can accurately and effectively align 30 sequences, FASTA 
(fast alignment) of 30 sequences is entered into the cluster 
omega tool (https://www.ebi.ac.uk/Tools/msa/clustalo/). 
Multiple-sequence alignments that are significant to biology 
link disparate sequences. Identification of Evolutionary 
linkages can be done using phylograms and cladograms. 
Phylogenetic trees should be constructed based on the 
similarities between the most common variables. How similar 
the proteins are to one another is indicated by the distance 
between them. To understand the evolution of the proteins, use 
the phylogenetic tree to locate the most recent predecessors. 

Steps Used: 

Step 1: Open Cluster omega tool. 

Step 2: Enter the FASTA data of all the considered 

proteins one by one in the supported format. 
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Step 3: Select the Homo Sapiens category in the 

proteins. 

Step 4: After the results are loaded click on the 

Phylogenetic tree. 

Step 5: Study the Phylogenetic tree and identify 

similar proteins. 

ii. Protein-Protein interaction (PPI) analysis: 

Constructing a Protein-Protein Interaction (PPI) network 

enables the identification of interactions between proteins. 

The PPI network provides a comprehensive understanding of 

the relationships between the proteins being analyzed. The 

PPI network gives us a clear idea of direct and indirect 

relations among the proteins. To do Protein-Protein 

Interaction analysis, an online tool known as the string tool 

(https://stringdb.org/cgi/input?sessionId=bY6X0Yf5DpXN 

&input_page_show_search=on) has been used. 

 

 
 

Steps Used: 

Step 1: Open String-db online tool 

Step 2: Click on multiple proteins in the list. 

Step 3: Enter the names of the similar proteins 

identified in the previous step. 

Step 4: Select the Homo Sapiens in the organism list 

Step 5: Review the list of proteins in the Homo 
Sapiens and click continue. 

Step 6: Click on settings and select the confidence as 

0.7 and select hide the indirect nodes. 

Step 7: Study the PPI network and identify the 

relationships among the proteins. 

 

 
IV. RESULTS 

The result includes all the 2 analyses the Evolutionary 
analysis, the Protein-Protein Interaction (PPI) analysis for 
every disease, and the combination of three diseases to 
identify the new protein which causes the three diseases 

A. Alzheimer's disease: 

 
Evolutionary analysis: 

A phylogenetic tree is constructed by taking 10 

Alzheimer's disease-causing proteins. The proteins are 

histamine h2 receptor, Presenilin-1, Alpha-1- 

antichymotrypsin (precursor), Beta-site amyloid precursor 

protein cleaving enzyme 1, Cathepsin D, Amyloid-beta 

precursor protein (APP), Microtubule-associated protein tau, 

Calsenilin, Apolipoprotein, Apoptosis-antagonizing 

transcription factor (AATF) and these 10 proteins share a 

similarity of 0.42417, 0.39183, 0.40782, 0.35004, 0.34837, 
0.40187, 0.38599, 0.40064, 0.36023, and 0.36479. From the 

similarity,     Amyloid-beta     Precursor     Protein     (APP), 

Microtubule-associated protein tau, Presenilin-1, and Alpha- 

1-antichymotrypsin (precursor) proteins are considered. 
 

 
Figure 4.1: Evolutionary analysis of 10 Alzheimer’s proteins. 

 

Protein-Protein interaction (PPI) analysis: 

Amyloid-beta Precursor Protein (APP), 

Microtubule-associated protein tau (MAPT), Presenilin-1, 

and Alpha-1-antichymotrypsin (precursor) are the four 

proteins to which Protein-Protein Interaction (PPI) is applied 

to give an idea of how all four proteins interact with one 

another using the String tool, the PPI network is created for 

the 4 proteins and identified relationships among them. 

 
Figure 4.2: protein-protein interaction (PPI) analysis of 

similar proteins in Alzheimer’s disease. 

B. Parkinson's disease: 

 
Evolutionary analysis: 

A phylogenetic tree is constructed by taking 10 

Parkinson's disease-causing proteins. They are PINK1 

(Serine/threonine-protein kinase PINK1), AAKG2 (activated 

protein kinase subunit gamma-2), DDIT4 (DNA damage- 

inducible transcript 4 protein), FBX7 (F-box only protein 7), 

CERU (Ceruloplasmin), PARK7 (Parkinson disease protein 

7), TERA (Transitional endoplasmic reticulum ATPase), 

103

https://stringdb.org/cgi/input?sessionId=bY6X0Yf5DpXN


Ninth International Conference on Bio signals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

ISBN: 979-8-3503-3816-4    
 

 

 
multivesicular body protein 2b) and these 10 proteins share a 

similarity of 0.3841, 0.40696, 0.38932, 0.37513, 0.40991, 

0.43011, 0.36111, 0.40504, 0.35847, 0.36044, 0.44145. From 

the similarity PINK1, PARK7, and SNCA proteins are 

considered. 

 
Figure 4.3: Evolutionary analysis of 10 Parkinson’s proteins. 

 

Protein-Protein interaction (PPI) analysis: 

Protein-Protein Interaction (PPI) is applied to 

PINK1, PARK7, and SNCA to provide an understanding of 

the interactions that the three proteins have with one another 

using the String tool, the PPI network is created for the 3 

proteins and identified relationships among them. 

 
Figure 4.4: protein-protein interaction (PPI) analysis of 

similar proteins in Parkinson’s disease. 

C. Huntington’s disease: 

 
Evolutionary analysis: 

A phylogenetic tree is constructed by taking 10 

Huntington's disease-causing proteins of the Prothrombin, 

Alpha-1-antitrypsin, Nucleolar protein 14, Complexin-2, 

Huntington-associated protein 1, Fibroblast growth factor 

receptor 3, Junctophilin-3, Huntington, Huntingtin- 

interacting protein 1, Histone-lysine N-methyltransferase and 

these 10 proteins share a similarity of -0.11122, 0.11122, 

0.2197,   0.33045,   0.3684,   0.38869,   0.40244,   0.40252, 

0.40868, 0.3707. From the similarity Huntington-associated 

protein 1, Huntington protein and Huntingtin-interacting 

protein 1 are considered. 

 
Figure 4.5: Evolutionary analysis of 10 Huntington’s proteins. 

 
Protein-Protein interaction (PPI) analysis: 

The Protein-Protein Interaction (PPI) method is 

used for the three proteins Huntington-associated protein 1 

(HAP1), Huntingtin-interacting protein 1 (HIP1), and 

Huntingtin (HTT) to provide an understanding of how each 

protein interacts with the other. Using the String tool, the PPI 

network is generated for the three proteins and interactions 

between them are established. 

 
Figure 4.6: protein-protein interaction (PPI) analysis of 

similar proteins in Huntington’s disease. 

 
D. Combination of 3 Diseases (Alzheimer’s, Parkinson’s, 

and Huntington’s Diseases): 

 
Evolutionary analysis of Alzheimer’s, Parkinson’s, and 

Huntington’s Diseases: 

By combining all the 30 proteins of the 3 diseases 

Alzheimer's, Parkinson's, and Huntington's Diseases a 

Phylogenetic tree is constructed and similar proteins among 

all three diseases are identified. This Evolutionary helps to 

identify the new proteins which have an involvement in all 

three diseases together and have an influence on causing the 

three diseases combinedly. 

RNF11 (RING finger protein 11), HTRA2 (Serine protease 

HTRA2), SNCAP (Synphilin-1), CHM2B (Charged 
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Figure 4.7: Evolutionary analysis of 30 proteins. 

 

Protein-Protein interaction (PPI) analysis of Alzheimer’s, 

Parkinson’s, and Huntington’s Diseases: 

For the proteins under consideration, Amyloid-beta 

Precursor Protein (APP), Microtubule-associated protein tau 

(MAPT), Presenilin-1, Alpha-1-antichymotrypsin 

(precursor), PINK1, Synuclein Alpha (SNCA), PARK7 

Huntingtin (HTT), Huntingtin-Associated Protein 1 (HAP1), 

Huntingtin Interacting Protein1 (HIP1) network has been 

created that illustrates the interactions between the proteins. 

From the network, it is identified that HTT, the main 

Huntington’s disease-causing protein is related to SNCA, 

PINK1, PARK7, the Parkinson’s disease-causing proteins 

directly, and APP, the Alzheimer’s disease-causing protein 

directly. It is also identified that APP has a direct relation with 

SNCA, a Parkinson’s disease-causing protein. So, it is 

observed that Alzheimer's, Parkinson's, and Huntington's 

diseases have some similarities among them. 

 
Figure 4.8: Protein-Protein interaction (PPI) analysis of 

neurodegenerative diseases (Alzheimer’s, Parkinson’s, and 

Huntington’s Diseases). 

V. CONCLUSION 

The focus of this study is on the three most 

prominent neurodegenerative diseases, namely Alzheimer's, 

Parkinson's, and Huntington's diseases. For each disease 10 

proteins were considered from the literature surveys and the 

score of the gene card, then the 10 proteins from each disease 

were examined using evolutionary analysis separately and 

found 4 proteins from Alzheimer's, 3 proteins from 

Parkinson's, and 3 proteins from Huntington's disease are 

having high similarity. The 4 proteins from Alzheimer's 

disease are Amyloid-beta Precursor Protein (APP), 

Microtubule-associated protein tau (MAPT), Presenilin-1, 

Alpha-1-antichymotrypsin (precursor), 3 proteins from 

Parkinson's disease are PINK1, Synuclein Alpha (SNCA), 

PARK7 and 3 proteins from Huntington's disease are 

Huntingtin (HTT), Huntingtin-Associated Protein1 (HAP1), 

Huntingtin-Interacting Protein1 (HIP1). Similarly, 

Evolutionary analysis Protein-Protein Interaction analysis 

was applied to these similar proteins of 3 diseases and built a 

PPI network to know the direct or indirect connections 

between the proteins and revealed that APP, PSEN1, MAPT, 

GIG25, PINK1, PARK7, SNCA, HTT, HIP1, and HAP1 are 

the proteins having relation among themselves and may be 

the reason for causing these three diseases i.e. Alzheimer's, 

Parkinson's, and Huntington's diseases. The Future work 

includes Further verification and Domain-Domain analysis to 

find the new proteins that cause the disease and apply the 

structure level analysis. 
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Abstract—In this work, an attempt has been made to 

segment the cell objects in homogeneous pattern in Indirect 

Immunofluorescence (IIF) images. Homogenous pattern is 

indicative of the several autoimmune diseases but it is most 

commonly observed in lupus or Sjogren’s syndrome. The IIF 

images for this study are obtained from a publicly available 

dataset. The images are preprocessed using various intensity 

normalization techniques such as Histogram Equalization 

(HE), Adaptive Histogram Equalization (AHE), Local Contrast 

Enhancement (LCE) and Intensity Adjustment (IA). The 

preprocessing methods are validated by obtaining image 

intensity profile of the preprocessed images. Comparison of 

intensity profile indicates that the IA technique has better 

contrast enhancement than the other three methods. After 

preprocessing, segmentation is carried out in the intensity 

adjusted IIF images. Three different segmentation techniques 

namely Watershed Segmentation (WS), Super pixel based 

Fast-Fuzzy C-Means Segmentation (SPFFCMS) and Split- 

Bregman Global Convex Segmentation (SP-GCS) are 

implemented. The segmentation results are validated with cell 

object extraction in the binary images. Results indicate that 

SP-GCS method has extracted more cell objects than WS and 

FFCMS algorithm. The binary masks extracted from SP-GCS 

method are then multiplied with the original images to obtain 

the segmented regions. The images could be further utilized for 

classification of homogenous pattern in IIF imaging. From this 

study, it can be concluded that IA method has better contrast 

enhancement for homogenous pattern and SP-GCS method has 

better segmentation results. Hence, this study could assist the 

clinicians in the identification of homogenous pattern for the 

diagnosis of lupus. 

 

Keywords—Indirect Immunofluorescence, Homogenous 

pattern, Lupus, Sjogren’s syndrome, Histogram Equalization, 

Adaptive Histogram Equalization, Local Contrast Enhancement, 

Image Intensity Adjustment, Watershed Segmentation, Split- 

Bregman Global Convex Segmentation 

I. INTRODUCTION 

Human immune system protects the body from several 

infectious diseases by attacking the pathogens. The 

condition wherein the body’s immune system is attacking 

the own healthy cells and tissues of the body is called 

autoimmune disease. There are around eighty different types 

of autoimmune diseases [1, 2]. Each autoimmune disease 

has specific clinical indication depending on the region 

where it is affected [3]. 

Around 4% of the population in the world is affected by 

one or more autoimmune disease known to the scientific 

community. The third most common type of autoimmune 

disease found in India is Lupus which affects around 9 out 

of 10 women [4]. 

Indirect Immunofluorescence (IIF) imaging is the most 

common method of screening for autoimmune diseases. 

This method was initially used to diagnose cardinal 

autoantibodies. Over the last two decades, a lot of 

progressive research has taken place in the diagnosis of 

autoimmune diseases [5, 6]. There are various 

immunometric methods that are designed to identify specific 

autoantibodies directed against the specific autoantigens. 

Currently, IIF imaging is the gold standard for the diagnosis 

of autoimmune diseases. This method uses Human 

Epithelial Type-2 (HEp-2) cell as a substrate for the 

detection of specific antigens [7, 8]. 

According to the recent statement issued by American 

College of Rheumatology (ACR), the IIF method is able to 

detect the Antinuclear Antibodies (ANA) for the antigens 

specific for autoimmune diseases. There are multiple ANA 

patterns associated with various diseases [9, 10]. The most 

commonly observed ANA patterns are homogenous, 

speckled, nucleolar, centromere, nuclear membrane and 

mitotic spindle. Each ANA pattern is specific for one or 

more autoimmune diseases. The biomedical industry has 

developed scientific solutions to automate IIF screening 

procedure from preparation of slides, substrates to 

microscopic observations [11, 12]. 

Contrast enhancement is the process by which the image 

quality is improved by increasing the brightness of the 

objects in the image. There are two different approaches in 

contrast enhancement namely direct and indirect methods 

[13]. In direct method, the image contrast is enhanced by 

using an inbuilt function whereas in indirect method, there is 

no specific term for increasing the contrast. On the basis of 

image transformation techniques, these contrast 

enhancement methods are further divided into spatial 

domain and frequency domain methods [14]. 

Several researchers have explored the contrast 

enhancement methods. Histogram Equalization is a method 

in which the pattern is improved by eliminating the effect of 

stain. A gray level transform is applied which flattens the 

histogram of the image resulting in contrast enhancement 

[15]. Image Enhancement (IE) is one of the most commonly 

used preprocessing method used in digital as well as 

medical image processing [16]. In several deep learning- 

based image classification methods, IE is used for 
 

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

107

mailto:kp5977@srmist.edu.in
mailto:gg6594@srmist.edu.in
mailto:suhailsp@gmail.com
mailto:kanchand2@srmist.edu.in


Ninth International Conference on Bio signals, Images and Instrumentation, SSNCE, Chennai, March 16 – 17, 2023 

ISBN: 979-8-3503-3816-4    

normalizing the image intensity. Among all the IE methods, 

Contrast stretching or Intensity Adjustment (IA) is the most 

commonly used technique to increase the input image 

intensity range to the expected intensity range [17]. 

Image segmentation is the process in which similar 

pixels are grouped together. In mathematical analysis, this 

method is defined as clustering and it is used in several 

image processing applications. The primary algorithm 

behind segmentation is either region dividing or merging 

depending on the type of clustering used. Optimization 

based segmentation has been introduced to segregate objects 

based on edges, dissimilar pixels and consistency in 

between regions [18]. 

In HEp-2 cell segmentation, there are several challenges 

because of the nature of the variability in cell images. The 

most common challenges are as follows: (i) variations in 

staining pattern and image intensity (ii) presence of mitotic 

cells (iii) image artifacts due to variation in illumination. To 

develop a fully automated IIF imaging system, segmentation 

plays a key role in identifying the cell structures and 

patterns [19]. 

II. METHODOLOGY 

The proposed approach consists of two modules: Pre- 
processing and segmentation. The block diagram 
representation of the proposed approach is shown in the 
figure 1. 

 

Fig. 1. Workflow for Segmentation of IIF Images 

In the pre-processing module, the input images obtained 

from the dataset are subjected to contrast enhancement using 

various pre-processing techniques and the results are 

validated by taking the intensity profile of the enhanced 

images. In the second module, segmentation of the pre- 

processed images is carried out to extract the cell objects. 

The segmentation results are validated by counting the 

number of cell objects before and after segmentation. 

A. Database Description 

The HEp-2 specimen images are considered from the 
publicly available International Conference on Pattern 
Recognition (ICPR) 2016 database [20]. This dataset was 
procured at Sullivan Nicolaides Pathology Laboratory, 
Australia in 2013. It was gathered from 1008 patient sera 
with ANA test confirming positive. Each sample was 
diluted in the ratio of 1:80 and a microscope containing 
monochrome camera was used to photograph the slide 
specimen. Each sample was imaged at four different 
locations rendering four images per specimen. 

B. Pre-processing 

Preprocessing is one of the preliminary steps in image 
processing where the input image is modified with 
appropriate preprocessing methods. This step improves the 
image features that are relevant such that it can be used for 
further processing. The most common preprocessing 
methods are filtering and contrast enhancement [7, 19]. 
Contrast enhancement technique improves the overall image 
intensity in two ways: Local contrast enhancement and 
Global contrast enhancement. Local contrast enhancement 
methods operate in neighboring pixel regions whereas global 
contrast enhancement methods operate in the whole image. 
Four contrast enhancement algorithms are utilized in this 
study. 

Histogram Equalization (HE) 

In this method, the intensity values of the image are 
transformed such that the histogram values match a specific 
histogram value. This method of contrast enhancement is 
generally used to adjust the overall image intensity [10]. 

Adaptive Histogram Equalization (AHE) 

In this method, the grayscale images are enhanced by 
transforming the values of the image. This method uses local 
image enhancement by operating in the neighborhood pixels 
of the image [11]. 

Local Contrast Enhancement (LCE) 

This method enhances the image contrast by detecting the 
boundaries in an image. Two parameters namely amplitude 
and amount of enhancement are defined to perform this 
operation. For an image, A is the minimum amplitude 
required to enhance the image contrast and B is the amount 
of contrast enhancement. 

Intensity Adjustment (IA) 

This method enhances the contrast of the image by 
specifying a range within which image enhancement will be 
performed. The minimum and maximum threshold are set to 
perform contrast adjustment. 

C. Segmentation 

Segmentation is the process of dividing image into 
multiple partitions to analyze the characteristics of the image. 
It mainly involves separating the foreground objects from 
background bases on the differences in terms of color, shape 
and texture. The image segmentation process is widely 
utilized in image processing for facial recognition and 
medical image classification [7]. In this study, three different 
segmentation algorithms are used: Watershed Segmentation 
(WS), Super pixel based Fast Fuzzy C-Means Segmentation 
(SPFFCMS) and Split-Bregman Global Convex 
Segmentation (SP-GCS). 

Watershed Segmentation (WS) 

In Watershed segmentation, the foreground objects are 
detected by extracting the boundaries and splitting it into 
markers for creating watershed. The process separates the 
foreground and background [7, 15]. 

Super Pixel based Fast Fuzzy C-Means Segmentation 
(SPFFCMS) 

In this method, the fast fuzzy C-means clustering is 
incorporated into the conventional super pixel segmentation. 
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The regions obtained by super pixel partition are converted 
into histograms. Then Sobel operator is applied to generate 
gradient images. To obtain image boundaries of the super 
pixel regions, WS and multiscale morphological gradient 
reconstruction are performed [21]. 

Split-Bregman Global Convex Segmentation (SP-GCS) 

In SP-GCS method, the L1-regularized problem based on 
convex optimization is solved during segmentation process. 
This method is mainly used for denoising images while 
preserving the image features such as edges [6, 18]. The 
algorithm for SP-GCS segmentation is as follows: 

1. The edges are detected in image by the following 
equation 

objects, the segmentation approach with better results can be 
identified. This process of segmentation validation is helpful 
whenever the ground truth is not available in the dataset. The 
images segmented are subjected to cell counting and the 
method which identifies most cell objects is considered to be 
the best among the ones utilized for this study. 

III. RESULTS AND DISCUSSION 

The representative homogenous IIF images and the 

results of preprocessing are shown in the figure 2. From the 

figure it can be observed that the intermediate intensity 

images have less contrast when compared to positive 

intensity images. Appropriate preprocessing has to be 

identified    to    extract    cell    object    information.    The 
preprocessed images using the various methods are shown 

g (ξ )  = 
1 

, 
 

(Eq.1) 

below. From the results it can be observed that the HE 

method enhance the background as well as the cell 

structures. The intensity of the images is very high when 

2. Using the flow equation, the curve evolution is calculated 
as 

compared to original images. 

 

ϕt = ( g∇ · − <∇g, ∇ϕ >)  ∇ϕ .  
(Eq.2) 

3. The optimization problem can be expressed as 

min Ω, c1,c 2 Per (Ω) + µ Z  (c1  − f ) 2 + µ Z  (c2 − f ) 2 

(Eq.3)
 

4. The general L1-regularized problems is given by the 
equation 

 

 

 

 
(a) Original Image 1 (c) Original Image 2 

 
arg m inu 
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+  

 
||A u 

 

− fk ||2 
 

(Eq.4) 

5. The SP-GCS equation is given by 

min0≤u ≤1 
∇u  + µ < u, r > 

g (Eq.5) 

 

 
(b) HE Processed Image 1 (d) HE Processed Image 2 

where r = ( f − c1) 2
 − ( f − c2) 2

 

6. The updation for optimization is given by 

uk +1 

→
k +1 

= GS 

 

 
GCS (rk  , d k , b k ) 

k +1 
→

k 

d = 
→

k +1 
shrinkg (∇u 

k k +1 

+ b 
→

k +1 
, λ ) 

b = b + ∇u − d (Eq.6) (e) AHE Processed Image 1 (f) AHE Processed Image 2 

Based on the above equations, SP-GCS method is applied 
to the IIF images to obtain the cell objects in the foreground. 

D. Validation 

Intensity Profile of Images 

The preprocessed images are validated using image 
intensity profile. This method draws a line segment along the 
length of the image and calculated the intensity profile at 
regularly spaced intervals. The improfile function calculates 
the image intensity profile and plots the values along the line 
segment along the image. 

Cell Object Count 

To validate the process of image segmentation, cell 
objects are counted after extraction of the cell boundaries. 
The foreground cell objects extracted with binary masks are 
counted using this method and based on the number of 

  
(g) LCE Processed Image 1 (h) LCE Processed Image 2 

 

  
(i) IA Processed Image 1 (j) IA processed Image 2 

Fig.2. Preprocessed images 

∇ϕ 

∇ϕ 
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Background enhancement along with the cell structures 

could cause false positive in the classification process. In 

AHE method, the cell objects as well as the background are 

enhanced slightly when compared to the original image. 

However, the cell texture is not clear in this method of 

preprocessing. In LCE method, the background information 

is suppressed and the cell structures are enhanced. However, 

the amount of enhancement and the threshold has to be 

identified for optimal contrast enhancement. In IA method 

the cell objects are clear and the intensity is maximum. The 

background structures enhanced during preprocessing have 

to be removed by appropriate segmentation technique. 
 

  
(a) Original Image (b) Intensity Profile of Image 

 

  

(c) HE Preprocessed image (d) Intensity Profile of HE Image 
 

 
 

(e) AHE Preprocessed Image (f) Intensity Profile of AHE Image 
 

 
 

(g) LCE Preprocessed Image (h) Intensity Profile of LCE Image 

 

 

 

 

 

 

 

(i) IA Preprocessed Image (j) Intensity Profile of IA Image 

Fig. 3. Intensity Profile Validation 

The preprocessing methods are validated by taking 

intensity profile of the images. The intensity profile of 

original image and the preprocessed images are shown in 

the figure 3. From the figure, it could be observed that the 

intensity variations are profoundly high after contrast 

enhancement in all the four methods. Smooth lines are 

observed for IA processed images when compared to the 

other three methods indicating that the preprocessing has 

smoothening effect in the image. 

In WS segmentation the images are partitioned into 

ridges based on the texture. The edges are detected and the 

cell structures are extracted. The segmented region and cell 

object boundaries are shown in the figure 4. From the 

images, it is observed that the cell boundaries are extracted 

but the image partitions based on texture fails to capture the 

exact boundary details. The IIF images have different 

textures based on the patterns and WS is not the ideal 

method for the extraction of the cell boundary extraction. 
 

(a) Original Image 1 (b) Original Image 2 
 

  
(c) Watershed BW label Mask (d) Watershed BW label Mask 

Fig. 4. WS Segmentation Images 

In SPFFCMS method, the images are segmented using 
super pixel extraction and partition using histogram. The 

extracted boundaries of the final output are shown in the 

figure 5. It is visible that the cell boundary extraction is not 

uniform in the images. The blurriness in the boundaries is 

dependent on the segmentation parameters of the SPFFCMS 

algorithm. Optimization of the segmentation parameters has 

to be done to obtain the best results. However, identification 

of best combination of the parameters is challenging since 

each IIF image has a unique pattern with variation in 

textural information. 
 

(a) Original Image 1 (b) Original Image 2 
 

(c) SPFFCMS Mask of Image 1 (d) SPFFCMS Mask of Image 2 

Fig. 5. SPFFCMS Segmentation Images 
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In SP-GCS segmentation the images are segmented 

using convex optimization algorithm where in the edges are 

identified. The extracted cell object boundaries and the final 

output is shown in the figure 6. From the images, it could be 

observed that the cell boundaries are extracted in a smooth 

manner when compared to the other two methods. Also, the 

overlay with the original images is done with minimal 

distortion indicating the method has better segmentation of 

the cell boundaries. 
 

(a) Original Image 1 (b) Original Image 2 
 

  
(c) Binary Mask of Image 1 (d) Binary Mask of Image 2 

 

  
(e) Overlay of Image 1 (f) Overlay of Image 2 

Fig. 6. SP-GCS Segmentation Images 

The SP-GCS method is validation is shown in figure 7. 

The number of cell objects in each image is counted and 

based on that the segmentation accuracy is validated. The 

cell count indicates that the segmentation method has 

extracted all the objects in the given image. The cell objects 

before and after segmentation is found to be equal for SP- 

GCS method when compared to the other two segmentation 

algorithm indicating better object extraction. 

 

Fig. 7. Cell Count Validation 

IV. CONCLUSION AND FUTURE SCOPE 

In this study, the most commonly found homogenous 
ANA pattern was considered. The images are obtained from 
a public dataset and four different pre-processing methods 
were performed. The contrast enhancement process is 
validated with intensity profile analysis. Results indicate that 
IA method has better contrast enhancement when compared 
to the other three pre-processing techniques. 

Segmentation was performed in the pre-processed 
images. Three different methods namely WS, SPFFCMS and 
SP-GCS were performed. The results are validated by 
counting the cell objects extracted. From the observations, it 
has been found that SP-GCS method has better segmentation 
results and was able to extract more cell objects than WS 
method. Hence for homogenous ANA pattern, IA+ SP-GCS 
combination has better contrast enhancement and 
segmentation. 

The limitations of the current study are that only 
homogenous pattern is taken for analysis. The pre-processing 
based on LCE method was able to suppress the background 
information and extract the cell objects however the intensity 
was very low. IA method has improved the overall image 
intensity but the background was also enhanced along with 
the cell objects. Validation of segmentation was performed 
based on cell object extraction since the ground truth 
information was not available in the database. 

In future, this study could be extended by taking all ANA 
patterns into consideration for pre-processing and 
segmentation. The validation of pre-processing using 
contrast enhancement measures could be performed. 
Segmentation can be done with boundary-based detection 
techniques. Classification of ANA patterns could be 
performed after segmentation for identifying various 
autoimmune diseases. 
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Abstract—Facial expression is a way of non-verbal 

communication by using eyes, lips, nose and facial muscles. 

Smiling and rolling eyes are some examples. Facial expression 

recognition is the process of extracting facial features from a 

person. Facial expressions include anger, happy, disgust, sad, 

neutral, fear and surprise. By the use of machine learning, an 

expression recognition model is built using Convolutional 

Neural Network. The input data is fed to the system in order to 

give the expected results. The model is trained using Facial 

Expression Recognition (FER) dataset. The Convolutional 

Neural Network (CNN) gives good and accurate results. The 

Haar cascade classifier classifies the face and non-face regions 

in the input image which helps the convolutional network to 

classify the images. Good classification of images can be 

desirable by the use of classifiers. These classifiers can be 

implemented by using the OpenCV library. 

 

Keywords—Facial Expression Recognition, Convolutional 

Neural Network, Haar cascade classifier 

I. INTRODUCTION 

The visible representation of an individual's affective 
state, cognitive activity, intention, personality, and 
psychopathology is their facial expression, which also serves 
as a means of communication in interpersonal interactions. It 
has undergone much study and made advances in recent 
decades. Despite significant advancements, it is still 
challenging to accurately identify facial expressions because 
of their complexity and variety. In general, nonverbal cues like 
involuntary movements, expressions on people's faces, and 
gestures can be used to communicate intents and feelings. This 
method has the potential to become an extremely effective 
nonverbal form of interpersonal communication. The main 
consideration is how well the system detects and extracts the 
facial emotion from the image. 

The method is widely used in a variety of industries, 
including lie detection, medical assessment, and human 
computer interaction. Humans regularly distinguish between 
emotions by their distinctive facial features as part of an 
expression. For instance, a smile or a movement of the corners 
of the lips are certainly signs of satisfaction. Similar to how 
one emotion can be distinguished from another by additional 
deformations unique to that emotion. In studies on the 
automatic identification of facial expressions, the problems 
related to the representation and classification of static or 
dynamic features of these deformations of face pigmentation 

are addressed expressions. The technique categorises a 
person's facial expressions based on their basic emotions, 
including happy, angry, disgust, fear, neutral, sad, and 
surprise. The fast advancement of Artificial Intelligence (AI) 
capabilities has led to an increase in interest in automatic 
Facial Expression Recognition (FER). They now serve a 
variety of purposes, and human contact with them is growing. 
Machines must be given the ability to comprehend the 
environment, especially human intentions, in order to enhance 
Human Computer Interaction (HCI) and make it more natural. 
Through cameras and other sensors, machines can record the 
state of their surroundings. Deep Learning (DL) algorithms 
have excelled at capturing environmental conditions in recent 
years. Since facial expressions reveal information about a 
person's inner state, expression detection is essential for 
machines to function more effectively. DL techniques can be 
used by a machine to analyse a series of facial photos and 
identify. 

Several strategies and approaches are employed to resolve 
face emotion recognition challenges. Support Vector Machine 
(SVM) classification along with appearance and geometry 
characteristics was offered as a method for detecting face 
emotions [1]. The technique makes use of SVM and local 
region-specific features to identify facial reactions from a 
single picture frame. [2] suggested a technique utilising Faster 
R-CNN. The process includes normalising the image of the 
facial expression, extracting implicit features with a trainable 
convolution filter, and utilising maximum pooling to reduce 
the dimensionality of the feature. High-quality region 
suggestions were then produced by the Region Proposal 
Networks (RPNs) and put into the Faster R-CNN for detection 
With channel selection and the categorization of EEG signals 
associated to good and negative emotions, emotion detection 
based on EEG features [3] in video clips is possible. EEG 
signals are categorised using a multi-layer perceptron neural 
network and the k-nearest neighbour technique. Initially, the 
classifier algorithms were applied for selecting the most 
effective EEG channels, resulting in the identification of the 
top five channels for each participant that demonstrated the 
best classification results. These systems involve complex 
processes to predict the expressions fed to the system. In this 
paper, a simple method involving CNN and Haar Cascade 
Classifier (Viola-Jones algorithm) for facial expression 
recognition is proposed. 
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II. METHODOLOGY 

Convolutional Neural Networks (CNNs) are advanced 

deep learning techniques designed to process and analyze 

images by assigning weight and importance to various 

elements within the image and allowing the network to 

differentiate between images. This type of neural network 

comprises a combination of a pooling layer and a convolution 

layer. The pooling layer selects the most relevant information 

within a defined area, while the convolution layer condenses 

the data into a smaller region to extract unique features. 

Unlike other image classification algorithms, CNNs can learn 

various filters and characteristics without the need for 

extensive preprocessing. 
 

Figure 1. CNN Model Architecture 

 

The specific model described in Figure 1 is comprised of 

17 Conv2D convolution layers, activation layers, pooling 

layers, dropout layers, a fully connected layer, and a softmax 

activation function. All classifiers were implemented using 

Keras with Tensorflow as the backend and underwent 

training.The Haar Cascade Classifier is a method used for 

object identification, specifically for locating faces in still 

photos or moving videos. It operates by scanning the picture 

from the left corner to bottom corner and moving pixel by 

pixel. The Haar feature searches for specific features and 

characteristics in the image. The Haar Cascade Classifier is 

constructed by layering multiple weak classifiers, resulting in 

a more robust overall classifier. To effectively train the 

classifier, a sizable number of both positive pictures (those 

with faces) and negative pictures (those without faces) is 

required. 

III. SYSTEM ARCHITECTURE AND DATASET OVERVIEW 

Testing and Training comprises the two sections of the 
core algorithm. The CNN model must be trained to classify 
the expressions. 

 

 

Figure 2. FER Sample Dataset 

Few samples of FER Dataset are shown in Figure 2. The 
algorithm begins by determining if the trained data are present 
or not. If not, the system must be trained before doing testing 
for expression classification. The FER dataset is comprised of 
a set of labeled images that are used for training, development, 
and testing purposes. The training set includes 28,709 labeled 
images, the development set includes 3,589 labeled images, 
and the test set includes 3,500 images. Each image in the FER 
dataset is assigned one of seven possible facial expressions, 
including happy, sad, angry, fear, surprise, disgust, and 
neutral, with happy being the most commonly occurring 
expression. 

The images within the FER dataset feature both posed and 
unposed headshots and are presented in grayscale format with 
a resolution of 48x48 pixels. The dataset has 4953 sample 
images for Anger, 547 sample images for Disgust, 5121 
sample images for Fear, 8989 sample images for Happy, 6077 
sample images for Sad, 4002 sample images for Surprise and 
6198 sample images for Neutral. 

 

Figure 3. Pipeline of Facial Expression Recognition 

 

Figure 4. Graphical Representation of FER Dataset 

The pipeline of the FER system is shown in Figure 3. The 
Graphical representation of the image count in FER dataset is 
given by Figure 4. 

IV. IMPLEMENTATION OF THE CNN MODEL 

A. Haar Cascade Classifier 

Faces can be found in pictures or videos using the object 

detection method known as Haar Cascade Classifier. It 

employs Haar features, which move pixel by pixel across the 

image. A strong classifier is formed by cascading small 

classifiers to generate the classifier. Numerous positive 

(faces) and negative (no faces) images are needed for 

training. OpenCV offers models that have already been 

trained. It was suggested to use the Integral Image concept, 

which uses a single value for each feature, to speed up the 
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k=1 

process. Each pixel in the original image is equal to the sum 

of all the pixels to its left and above when calculating the 

integral image. This lessens the complexity of time and 

accelerates the procedure. 

 

Figure 5. Haar Features on Human Face 

 

Figure 5 is a visual depiction of the Haar feature traversal 

as a whole in a human face. 

B. Data Preprocessing 

Pre-processing, which includes actions like face 

identification and alignment, lighting correction, position 

correction, and data augmentation, helps the FER system 

perform better. Haar Cascade is a classifier used for face 

detection. For a simpler background, the face has been 

trimmed. With pixel intensity values restricted to 0-1, images 

are downsized to 48x48 grayscale and normalized. The model 

is enhanced with data to make it more resistant to factors that 

are frequently encountered, such as rotating, flipping, and 

cropping photographs. As a result, performance is improved 

by addressing problems like overfitting and data shortages. 

C. Feature Extraction and Classification 

The detection, feature extraction, classification, and 

expression evaluation components make up the face 

expression evaluation system. The objective is to build a 

webcam-oriented real-time framework for analyzing and 

classifying human emotions based on facial expressions. 

Data preprocessing, feature extraction, and emotion 

classification make up the system's three processes. The 

model employs 17 convolutional layers, 0.3 dropout rate 

activation functions, and pooling layers. For expression 

classification, SoftMax activation is utilized at the end since 

it provides classification probabilities. Mathematically 

convolution is given by: 

uses them to forecast the output emotion class, after passing 

through all convolutional layers. 

 

 

 

 

 

 

 

 

 

Figure 6. Softmax Activation Function Sample Output 

From Figure 6, it is inferred that happy emotion has the 

highest probability value. Hence with respect to one hot 

encoding the classifier will classify the expression as happy. 

D. Interfacing with webcamera 

A trained CNN model analyses a live image taken by a 

webcam of a subject to detect facial emotions such as happy, 

anger, neutral, surprise, disgust, fear and sad. The 

expression's label is generated by the model and displayed as 

the outcome. The output from the object file will then be 

compared to the person's taken image, after which the 

matching labels will be shown. 

V. RESULTS AND DISCUSSION 

A. Evaluation Parameters 

The performance of a model is evaluated using accuracy, 

loss, and confusion matrix as metrics. Accuracy is a metric 

used to evaluate the ability of a model to identify patterns and 

relationships within a dataset based on the input or training 

data. True Negative (TN) and True Positive (TP) results make 

up correct predictions, while all predictions are made up of 

Negative (N) and Positive (P) examples. P includes both True 

Positive (TP) and False Positive (FP) results, and N includes 

both True Negative (TN) and False Negative (FN) results. A 

correct emotional prediction is represented by TP, an 

incorrect emotional prediction is represented by FP, a correct 

forecast of an incorrect expression is represented by TN, and 

an incorrect prediction of an incorrect expression is 

𝑂(𝑥, 𝑦) = ∑𝑚 𝑛 
𝑙=1 𝐼(𝑥 + 𝑘 − 1, 𝑦 + 𝑙 − 1)𝐾(𝑘, 𝑙) (1) represented by FN. The cross-entropy loss function, also 

referred to as logarithmic loss, log loss, or logistic loss, is 

where x ranges from 1 to M - m + 1 and y ranges from 1 to 

N-n+1. The result of the convolution process is described by 

equation 1 and is referred to as the Feature Map, which 

provides details on the image's characteristics, that is edges 

and corners. This Feature Map is then utilized by other layers 

to uncover additional features of the input image. After the 

convolution layer, the convolution operation is performed on 

used to calculate a score or loss that disincentivizes the 

predicted class based on the probability of how it differs from 

the actual expected class. This loss is calculated when 

adjusting the model weights during training, with the goal 

being to reduce the loss. The smaller the loss, the better the 

model is considered to be. A perfect model has a cross- 

entropy loss of zero. Cross-entropy is given by equation 2. 

the input, it forwards the outcome to the subsequent layer. 𝐿 = − ∑𝑛 𝑡 log(𝑝 )   
 

The CNN model processes the picture data to extract 

𝐶𝐸       i=1   i i 

features. Filters are used in convolution to produce a feature 

map. ReLU activation introduces nonlinearity, followed by 

Max Pooling. Dropout Layer sporadically deactivates some 

neurons. The result is delivered to a SoftMax activation 

function, which transforms real values into probabilities and 

where ti is the truth label, n is the number of classes which is 

expressions and pi are the Softmax probability for the ith class. 

Adam is an optimization strategy that can be applied to 

iteratively modify network weights based on training instead 

of the traditional stochastic gradient descent method.  

∑ 
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The alluring advantages of applying Adam includes 

efficient in terms of computing, and requiring little memory 

for problems with plenty of data or parameters, suitable for 

non-stationary goals, suitable for issues with extremely noisy 

or sparse gradients. 

B. Computational Results 

Real time implementation of the Facial Expression 

Recognition (FER) CNN model for each of the seven 

expressions is shown in the below figures. Confidence is 

given by the maximum and rounded value of the output list 

from the Softmax Activation Function. The examples of the 

expressions detected are given below: 

 

 

 

 

 

 

 

 

 

Figure 7. Validation and Training Accuracy for 

100 Epochs 
 

 
Figure 8. Validation and Training Loss for 

100 Epochs 

 

The model is trained for 100 epochs and the Figures 7 

and 8 gives the Accuracy and Loss generated. Table 1 shows 

that the CNN model was able to predict emotions correctly 

with an average training accuracy, validation accuracy, 

training loss, and validation loss. The parameters are 

represented as percentages. 

 

Table 1. Accuracy and losses for training and validation 

 
 

Figure 10. Expression 

Detected: Fear 
 

Figure 12. Expression 

Detected: Sad 
 

Figure 14. Expression 

Detected: Neutral 

 
 

Figure 11. Expression 

Detected: Happy 
 

Figure 13. Expression 

Detected: Angry 
 

Figure 15. Expression 

Detected: Disgust 
 

 

 
 

 

 

 

 

 

 

Figure 9. Confusion Matrix of the CNN model 

The confusion matrix of the CNN model developed is 

shown in Figure 9. 

Figure 16. Expression 

Detected: Surprise 

 
VI. CONCLUSION AND FUTURE SCOPE 

The study aims to propose a CNN-based method for 

facial expression recognition that can automatically identify 

pattern features and overcome limitations from artificially 

designed features. Nearly 500 real time images were used for 

validation. The recognition of facial expressions is used in 

various fields, which includes video surveillance, robotic 

MODEL ACCURACY(%) LOSS(%) 

Training 89.46 0.30 

Validation 70.45 1.26 
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vision, security, digital cameras and human-computer 

interaction. This work involves pre-processing of facial 

images, followed by feature extraction through a series of 

CNN layers and activation functions, and then the 

classification of emotion classes. 

 

The performance of the proposed algorithm is analyzed 

by the metrics of accuracy, loss, and confusion matrix were 

utilized. The results obtained from the test data showed that, 

as illustrated in Figures 11 and 12, the model achieved 95% 

confidence in predicting the sad expression, 100% 

confidence in predicting the happy expression, 97% 

confidence in predicting the fear expression, and 86% 

confidence in predicting the disgust expression. The FER 

dataset was used for both training and testing, with a 8:2 split 

for training and testing samples, respectively. 

 

There are 13,111,167 total parameters in the proposed 

CNN model, of which 13,103,431 are trainable. The best 

parameter values were determined using accuracy and loss 

metrics. The model was tested using a real-time web camera, 

and can also be trained to predict emotions using live images 

captured from a camera, such as at traffic junctions, hospitals, 

or sports stadiums. 
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Abstract — A non-intrusive, contactless temperature 

measurement technique that provides real-time surface 

temperature distribution is infrared thermography. Ocular 

Surface Temperature (OST) can be measured using 

thermography without harming the subjects. It is used in wide 

variety of applications, especially in medical applications. 

Recently Infrared thermal images of eye are used to diagnose 

and detect many diseases and features of human eye. This paper 

examines the methods currently in use for diagnosing dry eye. 

The main focus is on thermal images. Thermographic technique 

is proved to be a highly sensitive, satisfying method and accurate 

for detecting eye disorders. Various machine learning and Deep 

learning algorithms are discussed. Finally, it is concluded as 

deep learning combined with thermography is more likely to be 

used to detect dry eye disease. 

Keywords—Infrared Thermogram, Dry eye, Machine 

learning, Deep learning. 

 

I. INTRODUCTION 

Multifaceted condition of the ocular surface called 

dry eye, in which tears can harm the ocular surface and cause 

irritation, instability of the tear film, and vision problems 

[12]. Millions of individuals across the world suffer from dry 

eye disease (DED), which is the most common causes for 

patients to see an eye professional. Lacrimal functional unit 

(LFU) dysfunction, which affects the ocular surface 

(meibomian gland, conjunctiva, and cornea) and lids in 

addition to the lacrimal glands, is the primary contributing 

factor to DED. The changed tear film or tear film dysfunction 

that comes from these dysfunctions is a further consequence 

[4]. Urban life style that affects productivity at work include 

prolonged computer use, air conditioner use, exposure to 

stressful events, and sleep problems, exacerbate the issue 

[13]. Because individuals spend more time gazing at screens 

on mobile, Laptop and desktop devices, computer vision 

syndrome, which causes blurry vision, fatigue, and a 

decreased quality of life, is becoming more prevalent in 

today's society. There isn't a single standard test that can be 

used to diagnose DED as of yet. Figure 1 shows the healthy 

eye and eye having Dry eye syndrome. 

DE symptoms are evaluated using a combination of 

diagnostic procedures, including the slit lamp test, tear 

breakup time, conjunctival and corneal staining using LG, 

clinical history, Schirmer's test and questionnaires [14, 19, 

 
20]. Despite the fact that ophthalmologists and eye doctors 

regularly employ all of these tests to confirm the diagnosis, 

the lack of a standardised approach and the poor correlation 

with the patient's symptoms make them ineffective rendering 

the diagnostic evaluations as unreliable, inaccurate and 

incorrectly diagnosing DE [6, 16]. All of these examinations 

are excessively intrusive, and measurements can easily be 

influenced by mechanical, chemical, or other simulations 

[26]. 

 
Fig. 1. Normal eye and Dry eye 

The temperature of the ocular surface (OST) can 

now be measured non-invasively utilizing a novel diagnostic 

technique called infrared thermography [9]. There are several 

uses for infrared thermography in a variety of applications, 

including medical diagnosis, where it can be used to identify 

anomalies in the body by identifying temperature differences 

between healthy and diseased tissues. By monitoring the 

physiology of the eyes, thermologists can diagnose dry eye 

syndromes and other ocular conditions in the field of human 

ophthalmology [18]. The non-intrusive Infrared 

thermography (IRT) procedure finds aberrant dry eye 

temperature behaviors. Researchers use a non-invasive IR 

thermal imaging to evaluate and study the OST that is 

influenced by the stability of tear film [7]. Therefore, this 

paper’s main objective is to study the various approaches 

used to diagnosis of dry eye disease using thermogram. 

The sections below are organized as follows: Part II 

focusses on infrared thermograms. The various approaches 

utilized to analyze the IR images are briefed in Part III. The 

methodology is discussed in Section IV. Section V compared 

and evaluated the effectiveness of the literature review. 

Section V concludes the overall work by providing a 

summary. 
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II. INFRARED THERMOGRAMS 

A visual representation of infrared radiation 

emitted by a scene or an object is called an infrared 

thermogram. As shown in figure 2 any object can either 

absorb or transmit or reflect the incident radiation. 

Infrared radiation, a kind of electromagnetic radiation, 

is emitted by all objects having a temperature higher 

than absolute zero. 

 

 
Fig. 2. Radiation Effects 

The fundamental principles that control how objects emit and 

absorb thermal radiation are incorporated into the equations 

for infrared thermography. According to the Stefan- 

Boltzmann Law, there is a direct correlation between an 

object's temperature and the quantity of thermal radiation it 

emits. It is given in equation 1. 

  ܳ ൌ    𝑇
ସ
𝜎 (1) 

Where Q is the emissive power, T is absolute temperature and 

σ is the Stefan-Boltzmann constant. Planck's Law, illustrated 

in equation 2 describes the spectrum distribution of heat 

radiation emitted by an object.  

ଶ௛𝑐మ 

 

 

Fig. 3. A typical IR image of normal eye 

These equations are used to analyse the thermal radiation 

emitted by objects and to interpret the information captured 

by infrared cameras based on the temperature profile. 

III. APPROACHES USED 

Advancements in the use of algorithms for machine 

learning and deep learning paved a way to be used in various 

automated medical diagnosis methods. There are various 

classification algorithms used in various medical infrared 

thermal images. Some of the commonly used effective 

classification algorithms are briefly explained below. 

A. Machine Learning Approaches 

The branch of artificial intelligence known as machine 

learning (ML) enables machines to think like people do and 

to make decisions on their own without the need for human 

supervision [8]. There are many different machine learfning 

approaches. The list below includes in most of the reviewed 

papers. 

1) ANN: A neural network made of artificial neurons has 

three levels: one input layer and output layer, and maybe two 

to more hidden layers (ANN). Each connection between 

layers has a weight attached to it. The neural network 

develops by modifying the weight. By updating the weight 

iteratively, network performance is enhanced. Error is 

decreased since ANN picks up on the training data. 

2) SVM: SVM is the most popular classifier for thermal 

imaging in medicine. SVM represents the model by mapping 
𝑃௛ǡ௛ ൌ   

 
 

௛𝑐 

௛ఱሾቆ𝑒𝜆ౡ௛  ଵቇሿ 

(2) points in space. The two classes are then divided by a 

hyperplane. The distribution of points is done according to 

Where 𝑃௛ǡ௛ denotes the spectral radiance, λ is the radiation’s 
the class to which they belong. The most effective hyperplane 

for minimising generalisation error is one that maximises the 
wavelength, T is the object’s temperature, h denotes the 

Planck's constant, c denotes the speed of light, and k is the 

Boltzmann's constant. The Wien's Displacement Law, which 

is represented by equation 3, explains how the temperature of 

an item and its maximum emission wavelength are related. 

margin. A support vector machine's objective is to identify the 

ideal separation hyperplane that maximises the margin of the 

training data [25]. 

3) Naive Bayes: A probabilistic classifier that operates 

under the assumption of input source independence is the 

𝜆𝑚𝑎𝑥 𝑇 ൌ    (3) ݓ 
Naive Bayes classifier. The categorization process for NB 

uses a probabilistic technique. It operates with numerical 

Where 𝜆𝑚𝑎𝑥 is the wavelength of maximum emission, T is 

the temperature of the object, and w is the Wien's 

displacement constant. 

In order to record the temperature distribution of an 

object or a scene, infrared thermography requires a specific 

camera that is sensitive to infrared light. Different colours or 
tints in the digital image created by the camera from the 

data, and when the different categories are joined, the data 

creates a probabilistic model with the use of Bayes' theorem 

as its base. As it assumes the features are conditionally 

independent, it simplifies the computation of the 

probabilities. The naive bayes equation is: 

 
𝑃ሺ ݓȁ𝑑 ǡ 𝑑 ǡ ǥ ǡ 𝑑 ሻ ൌ   

𝑃ሺ௪ሻൈ 𝑃൫𝑑ଵ ห ݓ൯ൈ 𝑃൫𝑑ଶ ห ݓ൯ ൈ ǥ ൈ 𝑃ሺ𝑑𝑛ȁ௪ሻ 
(4)

 

infrared radiation represent different temperatures. A typical 

infrared thermal image of normal eye captured by infrared 

thermal camera is depicted in figure 3. 

ଵ ଶ 𝑛 𝑃ሺ𝑑భǡ𝑑మǡǥǡ𝑑𝑛ሻ 
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In equation 4, 𝑃ሺ ݓȁ𝑑ଵ ǡ 𝑑ଶǡ ǥ ǡ 𝑑𝑛ሻ is the posterior probability of the 

class label w for the given features 𝑑ଵ ǡ 𝑑ଶǡ ǥ ǡ 𝑑𝑛; P(w) is     the     

prior     probability;     𝑃ሺ𝑑ଵ ȁ ݓሻ ൈ  𝑃ሺ𝑑ଶ ȁ ݓሻ ൈ ǥ ൈ  
𝑃ሺ𝑑𝑛ȁ ݓሻ are  the  conditional  probabilities  of  the  features 

𝑑ଵ ǡ 𝑑ଶǡ ǥ ǡ 𝑑𝑛 for the given class label w, which are estimated 

from the training data; and 𝑃ሺ𝑑ଵ ǡ 𝑑ଶǡ ǥ ǡ 𝑑𝑛ሻ is the marginal 
probability of the features. Naive Bayes is a simple yet 
effective classification algorithm. 

4) AdaBoost: AdaBoost is a popular and powerful 

algorithm that has been successfully applied to many 

classification problems. A simple or weak classifier must 

first be trained before making predictions on the training set. 

The revised weight is used to train the classifier, and the 

weight of the erroneously classified set is raised. It is made to 

predict once more on the training set in order to produce a 

competent classifier. Its simplicity and resistance to 

overfitting are its key advantages. However, if the weak 

classifiers are overly complicated, it may perform poorly and 

be vulnerable to noisy data and outliers. 

5) K-NN: The k-NN method for classifying objects is one 

of the simpler machine learning algorithms. The training 

sample that is closest to the classification model is denoted 

by "k." Given that neighbours are given weight, the average 

of the model is increased more by the closest neighbour than 

by the farthest neighbours [10]. Infrared image analysis and 

interpretation can be done using the straightforward and 

understandable kNN method. The k nearest neighbours and 

the distance metric used to compare the similarity of the 

feature vectors have an impact on how well the kNN 

performs, therefore thorough customization and optimization 

is required. 

6) Decision Tree(DT): Both classification and regression 

use a supervised machine learning called the decision tree. It 

divides the data into categories and displays the results as a 

tree structure that resembles a flowchart. It categorises using 

a set of characteristics known as the root node at the top, 

which is then divided into leaf nodes that contain the class 

name [11]. Each leaf node of the tree corresponds to a class 

label or decision on a particular feature or attribute of the IR 

picture, whereas each internal node represents a test or 

judgement regarding that feature or attribute. Recursively 

dividing the feature space into subsets according to the values 

of the features, the algorithm builds the decision tree by 

choosing the feature that yields the greatest information. 

Overall, decision trees are an adaptable and comprehensible 

method that may be used to analyse and decipher IR images 

7) Random forest: Random forest is the most well-liked 

and successful machine learning method. There are numerous 

decision trees in it (DT). Increasing the number of decision 

trees allows for the creation of a forest. The random forest 

method increases the randomness of tree development. Each 

decision tree is trained using a different set of training 

examples. The candidate with the most votes is chosen by the 

random forest. 

B. Deep Learning Approaches 

Deep learning networks have shown promising results in 

various medical imaging applications, including infrared (IR) 

imaging. Deep learning (DL) is already among the most 

prelusively used methods that lie within the ML umbrella. In 

fact, ML, which itself refers to a larger Artificial Intelligence 

(AI) family, includes the technique known as DL. The DL 

method was created in order to outperform traditional ANN 

while using deep architectures. A deep ANN has a lot of 

hidden layers that determine how deep the network is, as 

opposed to a single hidden layer. Convolutional neural 

networks (CNNs) are among the various deep ANNs that 

have gained popularity in computer vision applications [17]. 

Convolutional neural networks, in particular, have helped 

deep learning perform very well in tasks involving the 

categorization and processing of images (CNN). Because of 

their accuracy, pre-trained CNN algorithms like ResNet18, 

ResNet50, Inception V3, AlexNet, VGG16, and VGG19 are 

frequently used in the literature to analyse medical 

images. Pre-trained models aid in evaluating and simplify its 

use. Convolution, pooling, and full connections are the three 

types of layers that make up the CNN structure. These layers 

are stacked in several layers and are arranged hierarchically. 

An input layer and an output layer are present in addition to 

these layers. Each layer serves the purpose of learning 

particular features of the image. The representation-learning 

algorithms known as deep neural networks made up of a 

hierarchy of processing layers and a limited number of 

nonlinear units (i.e., artificial neurons). Medical image 

processing also makes use of DNN. 

C. Statistical Approaches 

The use of statistical approaches is widespread. Ocular 

Surface Temperature(OSTs) or other related statistical 

parameters [15] such as sample size, mean, variance and 

standard deviation were compared using statistical tests of 

significance such as the p-test, f-test, chi-square test, or t-test. 

Patient with dry eye have low mean compared to normal eye. 

The probability threshold for statistical significance is mostly 

at low probability level. Since lower p-value suggests that 

something is more significant [24]. Validity of null hypothesis 

is tested. Using the Kolmogorov-Smirnov test, normality is 

first tested. The Independent Sample p-test is utilised for 

comparing normally distributed data [1]. To compare OST 

between normal eye and dry eye, the analysis of variance test 

(ANOVA) was used [27]. 

IV. METHODOLOGY 

The methodology used for diagnosis of dry eye using 

machine learning algorithms and deep learning algorithms are 

depicted in figure 4 and figure 5 respectively. First step is IR 

image acquisition, which is followed by image pre- 

processing. In figure 4, in machine learning approach the 

crucial phase in the automatic diagnosis of dry eye is feature 

extraction. Statistical texture features are very much useful in 

the classification of images in the grey level spatial 

distribution. After feature extraction appropriate features must 

be selected to obtain high accuracy. Then machine learning 

algorithms are used to classify normal eye and dry eye. 

In Deep learning approaches of diagnosis of dry eye as 

depicted in figure 5, after IR image acquisition image pre- 

processing is done. Deep learning algorithm is employed to 

classify normal eye and dry eye. 
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Fig.4. Methodology using Machine Learning approaches 

 
 

 

 

  

 
Fig. 5. Methodology using Deep Learning approaches 

V. DISCUSSION 

Statistical texture analysis employs a variety of 

techniques, including first-order statistics, second-order 

statistics, and higher-order statistics. First-order statistics, 

such as expectation, dispersion, asymmetry, entropy, excess, 

homogeneity, skewness, and kurtosis, are frequently referred 

to as such since they are derived from the probability of a 

specific pixel value. First-order statistical features are 

extracted using histogram texture features. Two-pixel values 

are used to calculate second-order statistics. The likelihood 

of witnessing a set of values for pixels next to the current 

pixel in the image is used to construct higher-order statistics. 

The image is used to build the gray-level co-occurrence 

matrix (GLCM), which is used to calculate higher-order 

statistics. Contrast, Correlation, Homogeneity, Energy are 

higher-order statistical parameters. Using these parameters 

different authors have used different methods to classify 

normal eye and dry eye. Acharya et al [3], extracted the 

features from Higher order spectra, a nonlinear technique. 

Then used different classifiers such as KNN, Naïve Bayes, 

SVM, Probabilistic neural network and DT. And they found 

KNN and SVM shows high accuracy of 99.8%. Tai Yuan Su 

et al, [24] used statistical method to differentiate normal 

image from dry eye image and obtained Sensitivity of 84%, 

specificity of 83%, receiver operating characteristic (ROC) 

area is 87%. V.K. Sudarshan et al, [23] added noise level of 

0 and noise level of 10 and extracted bispectrum and 

cumulant features and used DT, k-NN, Probabilistic neural 

network (PNN), Linear discriminant analysis, SVM. They 

concluded SVM has high accuracy. Mostly used performance 

metrics to evaluate the performance are accuracy, sensitivity 

and specificity. 

Table 1 summarizes the different methods used by 

different authors, number of normal and dry eye samples used 

in their method and different performance metrics used to 

evaluate their technique. It is found that number of samples 

used for analysis was less. The dataset used by different 

authors are private. No public datasets are available. The 

performance of different methods is not much efficient. 

Hence larger datasets are required to improve the efficiency 

and reliability. 

 

 

TABLE I. AN OVERVIEW OF RELATED STUDIES 
 

Authors 

Year Total 

Number of 

Images 

Technique Results/Findings 
Dataset 

Azharuddin, 

Mohammad et al, [5] 

 
2014 

 
42 diseased 
and 36 
healthy 

 
Statistical 

method 

 
Temperature difference between normal 

eye and dry eye 

From the outpatient’s 

department, (RIO) Regional 

Institute of Ophthalmology, 

Calcutta Medical College 

 
 

Acharya, U.R et al, 

[3] 

 
2015 

 

 
83 diseased 
and 21 
healthy 

 

KNN, Naive 

Bayesian, DT, 

PNN, and 

SVM 

Left eye: Accuracy, Sensitivity, and 

Specificity of 99.8%, 99.8% 99.8% 

respectively using KNN and PNN 

classifiers. 

Right eye: Accuracy, Sensitivity, and 

Specificity of 99.8%, 99.9%, 99.4% 

respectively using SVM classifier 

From (SERI) Singapore eye 

research institute. 

Dry Eye Normal 

IR Image Acquisition 

Pre-Processing 
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Su et al, [21] 2017 
89 diseased 
and 65 

healthy 

Statistical 

method 

Temperature difference between normal 

eye and dry eye 

From Far Eastern Memorial 

Hospital, Banciao District, 

New Taipei City, Taiwan 

K. Sudarshan et al, 

[22] 
2017 

83 diseased 
and 21 
healthy 

t-test 

SVM 
Accuracy for different frames 

From (SERI) Singapore Eye 

Research Institute. 

 

 

 

 

V.K. Sudarshan et al, 

[23] 

 

 

 

 

 
 

2017 

 

 

 

 
 

42 diseased 

and 42 

healthy 

 

 

 

 
DT, k-NN, 

PNN, Linear 

discriminant 

analysis, SVM 

Bispectrum Features: 

Accuracies, Specificities and Sensitivities 

of 86.90%, 88.10% and 85.71% , using 24 

features with the noise level of 0, and 

80.95%, 76.19% and 85.71%, using 15 

features with the noise level of 10. 

Cumulant features: 

Accuracies, Specificities and Sensitivities 

of 90.48%, 90.48% and 90.48%, using 11 

features with the noise level of 0, and 

73.81%, 71.43% and 76.19%, using 14 

features with the noise level of 10. 

From (SERI) Singapore Eye 

Research Institute. 

 

Acharya et al, [2] 

 
2014 

81 

respondended 

patients 40 
subjects  not 

respondented 

and 41 
healthy 

 
DT, k-NN, 

NB, SVM 

 
Sensitivity of 99.7%, Specificity of 100%, 

Accuracy of 99.8% 

From (SERI) Singapore eye 

research institute. 

 

Tai Yuan Su et al, 

[24] 

 

 
2011 

 

 
76 diseased, 
47 normal 

Statistical 

method 

(Compactness 

value (CV), 

Temperature 

difference 

value (TDV)) 

 
Sensitivity of 84%, specificity of 83%, 

receiver operating characteristic (ROC) 

area is 87% 

From Far Eastern Memorial 

Hospital, Banciao District, 

New Taipei City, Taiwan. 

Zhang et al, [27] 
2021 

138 diseased, 
46 normal 

Statistical 

method 

Temperature difference between normal 

eye and dry eye 

From the He Eye Specialist 

Hospital, Shenyang, China. 

 
Abusharha, [1] 

2021  
25 diseased, 

25 normal 

 
Statistical 

method 

 
Temperature difference between normal 

eye and dry eye 

From optometry clinics at the 

College of Applied Medical 

Sciences, King Saud 

University. 

 

VI. CONCLUSION 

Infrared radiation is a non-ionising radiation and therefore 
it will not cause cancer. Hence infrared thermography is a non- 
destructive method. The growth in patients with eye problems 
necessitates automated pathology diagnosis and screening. 
This paper explains the effectiveness to detect dry eye using 
the non-invasive thermographic technique. Only fewer 
samples were used for the investigation in the previous papers, 
hence more samples would be required to be added in order to 
assess the results. For the classification of medical images, 
deep learning algorithms are also being developed, and they 
exhibit incredibly high accuracy. As a result, in the future, the 
accuracy of detecting dry eye using infrared thermal images 
can be evaluated and improved using machine learning and 
deep learning algorithms. 
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Abstract—Paralyzed individuals often struggle to express 

their needs due to a lack of motor control in the brain, leading 

to difficulties in speech or sign language communication. The 

proposed system offers a solution for disabled individuals to 

communicate by displaying messages on a monitor through 

simple hand movements. The device uses an accelerometer to 

detect various hand tilt directions, allowing the user to convey 

different messages by tilting the device in different directions. 

The accelerometer measures the motion statistics and sends the 

information to the microcontroller for processing. Once 

processed, the appropriate message is displayed and a buzzer 

sounds. If the message is a call for assistance, the IFTTT app is 

activated and a message is sent to the doctor's phone. This 

system enables paralyzed patients to effectively communicate 

their basic needs. 

 

Keywords—Paralysis, Electromechanical, hand glove, 

IFTTT (If This Then That) app, microcontroller, healthcare. 
 

I. INTRODUCTION 

According to the Global Burden of Diseases, stroke is a 
leading cause of death, taking the lives of around 5.8 million 
people annually. It is also the most common cause of 
paralysis, impacting about 33.7% of the population. Paralysis 
can also occur from severe spinal cord injury due to an 
accident. A recent survey by the World Health Organization 
estimated that 5.6 million people were predicted to be 
paralyzed, making up 1.9% of the population among the 50 
studied. However, there is currently no reliable system in 
place to monitor their health and daily needs. Automation [1], 
sensor systems, machine vision [2], brain-computer 
interaction [3], and human motor interface [4] are some of the 
different approaches and systems that have been created to 
assist people with disabilities using various technologies. In 
today's fast- paced world, it is challenging to constantly care 
for those in need of assistance. To address these challenges, a 
device has been proposed that uses the ESP32 chip 
microcontroller and accelerometer to detect the patient's hand 
movements, allowing them to communicate their basic needs 
to their caregivers [5]. This system is aimed at individuals who 
have suffered paralysis as a result of a stroke or injury, and 
who struggle to communicate due to a lack of motor control 
in the brain. The device allows the disabled person to display 
a message on an LCD screen through body movements with 
motion capabilities. In case no assistance is available, the 
system sends a message via the ESP32 microcontroller and 

SMS. To convey a message, the user only needs to tilt their 
hand at a specific angle, and different messages are conveyed 
by tilting the device in different directions. The accelerometer 
measures motion statistics, and the ESP32 processes the data 
and displays the appropriate message on the LCD screen. 
When it receives a motion signal, it also triggers a buzzer and 
displays a message. The proposed system automates the care 
process for paralysis patients, ensuring timely attention and 
optimal health [6]. 

II. RELATED WORKS 

Kinjal Raykarmakar et al. (2022) created a device using 
microcontroller-based circuitry. It makes use of a receiver and 
transmitter circuit as well as a hand motion recognition circuit. 
The accelerometer and gyroscope are utilized in the hand 
motion circuit to detect hand movements, which are 
subsequently wirelessly transmitted to the receiver system 
through radiofrequency (RF). The receiver system is designed 
to accept and interpret these commands, show them on the 
LCD, and transfer the data online to a Gecko Server for the 
Internet of Things (IoT). The IoT Gecko Server subsequently 
presents this information online to obtain the desired result 
[7]. 

Sujin J. S (2021) and team created an IoT-based system to 
monitor and notify the medical needs of paralyzed outpatients. 
This helps the patients communicate their health concerns, 
diagnosis, and other important information to medical staff or 
guardians via the internet or by sending a message. If the 
patient's vital signs, such as blood pressure or oxygen levels, 
deviate from normal, the system will analyze the patient's 
health data and initiate automated nursing care, ensuring 
consistent attention [8]. 

Kate et al. (2022) described a tracking system that is 
employed to monitor the well-being of patients. The 
surveillance senses the patients' physiological data using 
wearable sensors like airway detectors, sphygmomanometers, 
and heart rate monitors. These parameters are directly 
supervised and conveyed to the care recipient utilizing GSM. 
A microcontroller can be useful in solving this problem 
(MSP430) [9]. 

In order to enhance interaction between the care recipient 
and the immobilized patient, Hira Beenish et al. (2021) 
proposed a system that would let the sufferer convey their
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requirements by employing hand, finger, and foot movement. 
In order to track motion, the gyro MPU6050 is coupled to the 
Arduino UNO, which is affixed to the gloves. Flex sensors are 
used to track gestures, and gyroscope sensors are attached to 
the sufferer's hand to track any changes to that area of the 
body. Three main tasks are connected to the system. These 
sensors are used to transmit and comprehend the sufferer's 
needs via hand, finger, and foot movements [10]. 

Aziz et al. (2019) introduced an intelligent primary care 
system that aids the paralytic sufferer if they are notified by 
the signal from the person over a mobile network. To aid the 
health officer in meeting the demands of the paralyzed patient, 
many motion-signaling sensor instructions are offered in this 
work. Every time a patient instructs a basic hand movement, 
an SMS is sent to the healthcare provider, and a warning 
alerting them to the instruction is shown on a display panel. 
This enables the physician to contact the appropriate health 
officials to provide assistance [11]. 

III. MATERIALS AND METHODS 

The proposed design is depicted in the block diagram as 
shown in Fig. 1. It features an ESP32 microcontroller that 
receives power from a 3.3V power source. The 
microcontroller is then connected to the 
microelectromechanical System, which delivers data about 
the patient's hand movement to the ESP32, which generates a 
customized message based on the patient's hand movement's 
specific direction and set angle. Every message generated by 
the system is shown on an LCD (16X2) screen attached to the 
microcontroller. When the Call Attendant message is 
generated, the IFTTT app (IFTTT app is connected to ESP32 
via Wi-Fi) sends a message to the doctor's phone, instructing 
him to go aid the patient immediately. When the device sends 
a message, the LED linked to it will light up, indicating that a 
message has been sent and the buzzer also beeps providing an 
auditory alarm. As a result, this technology assists paralyzed 
patients in meeting their most fundamental demands at the 
appropriate time, allowing them to overcome their challenges. 
Only patients who are partially paralyzed are eligible to use 
this device. The device is designed for individuals who have 
experienced partial paralysis as a result of a tremor, and is not 
intended for use during an active tremor. This device 
communicates four fundamental requirements that address the 
primary assistance needs of partially paralyzed patients. 

 

 

 
 

Fig. 1. Proposed block diagram. 

A. ESP32 Microcontroller module 

Espressif Systems, the company behind the famous 
ESP8266 System on Chip (SoC), has released the ESP32 SoC 
Microcontroller. This device includes a Tensilica 32-bit 
Xtensa LX6 Microprocessor with Wi-Fi and Bluetooth 
capabilities, making it a successor to the ESP8266 SoC. The 
ESP32 is available in single-core and dual-core 
configurations. Cadence's modular and extendable CPU cores 
provide a one-of-a-kind solution for System-on-Chip (SoC) 
designers. These cores, such as the Xtensa LX6 data plane 
[12]. 

B. MPU6050 MEMS 

An accelerometer and three-axis gyroscope are features of 
the MPU6050 Micro Electromechanical System. It can 
measure a range of motion-related attributes, including 
acceleration, displacement, and others. The capabilities of the 
MPU6050's Digital Motion Processor are achieved by 
intricate computations. The MPU6050 has a 16-bit analog-to- 
digital converter and can concurrently record motion in three 
dimensions. The MPU6050 may be readily integrated with an 
Arduino or other well-known microcontrollers because of its 
functions that are well-known and useful [13]. 

C. LCD 16X2 

Electronic screens known as liquid crystal displays 
(LCDs) have a variety of uses. A 16x2 LCD is a fundamental 
part that may be used in a variety of gadgets and circuits. Each 
character is represented by a 5x7 pixel matrix, and it has the 
ability to show 16 characters per line on each of its two lines. 
The display's 16 x 2 intelligent alphanumeric dot matrix can 
display 224 distinct letters and symbols. Command and Data 
registers make up the LCD [14]. 

D. Buzzer 

A Piezoelectric Buzzer Alarm is a flexible tool with a 
variety of applications. It has two 35mm mounting holes and 
runs ona voltage range of 3 to 12 volts. It is simple to place on 
a flat surface. The alarm's dimensions are 30 mm in diameter 
and 10mm in height, and it is built of piezoelectric materials. 
It is black in color. Its rated voltage is 12 volts DC, and it 
produces95 dB of sound pressure [15]. 

E. LED 

When electricity passes through a light-emitting diode, 
light isproduced (LED). When electrons in a semiconductor 
material mix with electron holes to form photons, energy is 
released. The hue of the light, which is comparable to the 
photon energy, is determined by the energy needed for 
electrons to pass across the semiconductor's bandgap. The 
semiconductor device may have many semiconductors or a 
phosphor layer to create white light. The first LED, which 
emits low-intensity infrared light and is utilized in remote 
control circuits for numerous consumer gadgets, was initially 
launched in 1962 [16]. 

F. Arduino IDE 

A free, open-source tool for authoring, building, and 
uploading code to Arduino or ESP32 boards is the Arduino 
Integrated Development Environment (IDE). It is compatible 
with the programming languages C and C++ and is accessible 
on a variety of operating systems, including Windows, Mac, 
and Linux. Sketching is the term used to describe the act of 
creating code in the Arduino IDE. The Arduino board must be 
linked to the IDE in order to compile a sketch into a format 
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that can be uploaded over USB to the board using the IDE 
[17]. 

G. IFTTT 

The programming expression "if this, then that" served as 
the inspiration for the moniker IFTTT. It provides a software 
platform that makes it possible to join programs, services, and 
gadgets from different sources in order to start automated 
activities. Applets, which function like macros linking several 
programs to carry out certain tasks, make this feasible. 
Through the IFTTT website, mobile app, or app widgets, 
users may manage applets. IFTTT's user-friendly and 
straightforward interface enables users to make their own 
applets or edit already-existing ones [18]. 

 
 

IV. RESULTS AND DISCUSSION 

The gadget detects the motion and generates the exact 
message matching the particular direction of motion, allowing 
patients to communicate their basic demands simply by 
moving their hands. Visual and auditory alarms notify the 
attendants and doctors whenever a message is being conveyed 
through the device by the patient. If the patient is in an 
emergency scenario, he or she can use this device to send a 
message to the doctor's mobile phone by moving his or her 
hand in a specific direction. The prototype of an automated 
paralysis patient care system is shown in Fig. 2. 

 

 
Fig. 2. Prototype. 

When the prototype is powered ON, the LCD screen starts 
glowing. The LCD starts showing a message “Nothing” when 
the glove which will be worn by the patient shows no 
movement. In Fig. 3 the “Nothing” message is displayed on 
the screen when there is no movement in the hand. When the 
glove worn by the patient is tilted towards the right, the device 
pops up a message “Need food” as depicted in Fig. 4. 

 

 
Fig. 3. When there is no movement. 

 

 
Fig. 4. When the patient tilts his handstoward the right. 

 

 
Fig 5. When the patient tilts his hands toward the left. 

When the patient's glove is turned to the left, a notification 
that reads "Need water" appears on the device. Fig. 5 shows 
the device with the message "Need water" and the patient's 
hand glove inclined to the left. When the patient tilts his hand 
downwards, the LCD screen displays the word “Call 
Attendant” as shown in Fig. 6, indicating that there is an 
emergency, the caregiver or the doctor should attend to the 
patient immediately. 

 
 

Fig. 6. When the patient tilts his hand downwards. 
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Fig. 7. When the patient tilts his hand upwards. 

 
 

 

Fig. 8. Mobile message generated by the IFTTT app. 

 

When the Call Attendant message is generated, the IFTTT 
app (The IFTTT app is connected to ESP32 via Wi-Fi) notifies 
the doctor's or attendant's mobile phone, as seen in Fig. 8, so 
they may assist the patient right away. When the device 
transmits a message, an LED connected to it will flash up to 
show that a notification is being sent, and a buzzer will also 
ring to provide an audible alarm. 

The LCD panel displays the message "Need to go to the 
washroom" when the patient tilts his hand upwards, alerting 
the caregiver to prepare hygienic supplies. Fig. 7 demonstrates 
the device with the message "Need to go to the washroom" 
when the patient tilts his hand upwards. 

The IFTTT (If This Then That) programme is incorporated 
into the suggested concept, setting it apart from others by 
enabling emergency SMS messages to be sent via Wi-Fi 
without a GSM module. 

V. CONCLUSION 

There are various medications and physiotherapy 
available for paralyzed individuals, but there is no specific 
system in place to meet their needs. To address these issues, a 
system has been implemented to communicate their basic 
needs just by the movement of their hand. This method aids 
paralyzed persons in meeting their most basic needs by 
communicating their needs to their caretakers. This device is 
easy to handle for the patient or other persons. In the future, 
an Artificial Intelligence-based patient idleness monitoring 
module along with a self-speech training module can be 
introduced in the patient’s application to keep the patient 
aware of himself. Also, the patient can be directly linked with 
their doctor to track the activities of the patient to provide even 
more personal care depending on the wants and the status of 
the patient’s health. 
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Abstract— In this paper, a fiber-optic low coherence 
interferometry technique, in the spectral domain, is used for 
depth detection by considering different spectrometer 
resolutions from 0.1 to 2 nm. Depth resolved result from the 
sample was obtained for 0.1 nm resolution of the spectrometer 
compared to 2 nm resolution. Two glass coverslips of thickness 
150 µm were used as samples. A physical depth equal to the 
actual thickness of the sample was estimated using the fiber- 
optic spectral domain low coherence interferometry. Further, 
the preparation of phantom which mimics the real tissue has 
also been illustrated for further extending this non-invasive 
and non-contact study using optical coherence tomography, 
towards the detection of skin burns or abnormalities such as 
skin necrosis and skin melanoma. 

Keywords— Low Coherence Interferometry, Optical 

Coherence Tomography, Phantom, Skin Necrosis 

I. INTRODUCTION 

Over the past few decades, the occurrence of skin diseases 
has increased all across the world. This not only has increased 
the pressure on the healthcare system but also made the 
researchers to make their efforts towards this direction to 
develop a non-invasive diagnostic technique. Although 
mortality is not very significant in skin diseases, according to 
[1] there is a chance that 4% of skin diseases mature into 
melanoma which is the most threatening form of the 
cancerous disease that can cause death. In many cases, skin 
and subcutaneous diseases can cause Years Lived with 
Disability (YLDs) in individuals. From 1990 to 2017, an 
increase of 53.7% in years lived with disability was reported 
for all the skin and subcutaneous diseases [2]. In India around 
332.96 cases of cardiovascular diseases were reported, 
whereas it is 455.06 per 100,000 for years lived with disability 
were recorded in 2017. According to the survey conducted for 
European countries in 2020, 47.20% were affected by skin 
diseases. Based on this study, 201 million people aged 18 
years or more were predicted to be affected with skin cancer 
[3]. Also, optical coherence tomography-based angiography 
gives the correlation between vessel depth and tissue injury 
depth. Therefore, early and accurate detection of all skin 
diseases especially, melanoma is necessary in the direction to 
get relevant management of the disease as well as promote 
survival rates. Human skin serves a large spectrum of 

functions and that is why it is defined as the complex human 
organ. It basically includes three layers, i.e., epidermis, dermis 
and fat layer or hypodermis. It is of utmost importance to 
understand the interaction of light and skin tissue for various 
medical diagnostic and therapeutic techniques. It is essential 
to understand the light and tissue interaction based on 
optical properties such as absorption, scattering, attenuation 
and refractive index. The most prevailing imaging techniques 
used for examining skin tissue include confocal microscopy, 
multispectral (MS) imaging, 3D topography, optical 
coherence tomography (OCT), and polarized imaging (PI) 
amid other imaging modalities. In addition, the usage of 
machine learning for the automated detection of skin lesions 
has also become quite popular. Some of the popular imaging 
modalities are confocal microscopy in which the optical 
resolution and contrast of the micro-graph is imaged by 
means of a pinhole to bar the out-of-light in image 
formation. In multispectral imaging, various spectral bands of 
the electromagnetic spectrum are used for examining the 
reflected or transmitted light from the skin. Whereas, 3D 
topography technique, obtains the height maps of the surface 
of the lesions in order to acquire pointwise information from 
the surface of skin. In polarization imaging, polarization of 
light is being used. When the reflected light coming from 
the skin surface passes through the polarization state analyzer, 
it carries information about anisotropic properties ofthe 
tissue structure. The optical anisotropy or the birefringence 
which exhibits different refractive index depending upon 
plane of polarization. Skin tissues shows birefringent 
properties which can be analyzed by polarization imaging. In 
the direction of inspecting the internal microstructure of the 
living tissue a high resolution and a non-contact approach 
based on optical coherence tomography can be a valuable 
diagnostic tool. OCT technique is mainly based on low 
coherence interferometry (LCI) and uses Michelson 
interferometry configuration with a low coherent light source. 
It can detect amplitude and depth from the backscattered light 
from the sample and can obtain a cross-sectional image of the 
sample [4]. 

Frequency domain LCI techniques around 1300 nm and 1600 

nm have also been used for applications such as glucose
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detection from oral mucosa mimicking phantoms and eye 

models using a free-space configuration [5]. OCT technique 

is capable of providing real-time, in vivo, cross-sectional 

evaluation of the skin without cutting or excising the skin 

tissue [6]. It detects ballistic photons of light backscattered 

from the sample when there is a mismatch of refractive index, 

by using a low-coherence interferometry, a light source at the 

near infrared wavelength range of 1305 nm [6]. The corneal 

thickness of human eye can be calculated in vivo using 

scattering approximation technique [7]. The reflected signal 

from the sample at a particular depth is being compared with 

the reference signal and when both the path lengths are equal 

an interference occurs within the coherence length. Moreover, 

frequency domain differential absorption LCI technique had 

been developed in order for the detection of glucose for 

aqueous humor of eye model [8]. In this proposed technique, 

a fiber- optic spectral domain low coherence interferometry 

approach is used and preliminary studies are conducted to 

optimize the spectrometer resolution to obtain depth 

information from thin samples, for further conducting studies 

on skin necrosis. 

properties of real tissue are used. Figure 2 represents the 

schematic of phantom preparation process. Base material 

consists of a transparent material with low attenuation 

characteristics for the wavelengths of interest. Scattering 

agent consist of colloids or suspensions in order mimic the 

scattering property of the sample of interest Absorbing agent 

usually inks or dyes are added to this mixture in order to 

mimic the absorption property of the sample of interest. The 

India ink is used as the absorbing agent because of its optical 

properties in the near infrared region [11]. 

II. METHODOLOGY 

The schematic of fiber-optic spectral domain low 

coherence interferometry is shown in Fig.1. A 

superluminiscent light emitting diode (SLED) (Exalos) 

EXS210047-02 centered around 1310 nm was used as a light 

source. The reference mirror was mounted on a translating x- 

y stage. FC1310-70- 50-APC optical fiber-based coupler was 

employed for splitting the light in the ratio of 50:50. For 

reducing the output power from the reference arm, a neutral 

density filter was used. For acquiring spectral intensity 

pattern of reference, sample and the interference signals, a 

Yokogawa AQ6370D optical spectrum analyzer was used. 

Reference was kept fixed for acquiring interference. The 

interference signal intensity was measured at 1310 nm for 

spectrometer resolutions of 

0.1 nm, 0.2 nm, 0.5 nm, 1 nm and 2 nm. The depth 

scan was obtained for the corresponding interference 

spectra at 0.1 nm, 0.2 nm, 0.5 nm, 1 nm and 2 nm of 

spectrometer resolution, using inverse Fourier transform 

using MATLAB 2021 software. The maximum scanning 

depth (Zmax) can be estimated by the following equation 

 

 

 

 

 

 
Fig. 1 Schematic of LCI setup with two cover slip as sample 

 

 
Fig. 2 Schematic representation of phantom preparation process. 

III. RESULTS AND DISCUSSION 

Zmax 
   λ

2 
= 

4nδλ 
(1) Figure 3 (a) shows the result obtained using MATLAB 

code, for 0.5 nm resolution showing different peaks which 

Where λ0 is the center wavelength of the source, δλ is the 

wavelength sampling interval and n is the refractive index 

of the sample. Here the optical depth can be calculated with 

respect to different peaks which correspond to reflecting 

surface interfaces from the sample. Subsequently, physical 

depth was verified in relation with the refractive index of 

cover slip which is approximately 1.52. The sample shown in 

Fig.1 will be replaced with skin phantom/real skin. The skin 

in bound and unbound states constitutes water and protein 

structures called collagen. The collagen refractive index is 

approximately 1.55 at 1310 nm, remarkably larger than that 

of water, 1.32 at 1310 nm [9,10]. For mimicking biological 

corresponds to reflecting interfaces in the sample. Center 

peak reciprocate the DC term of the OCT equation. Both side 

peaks resemble the mirror image on either side of DC term. 

P1 corresponds to air-glass interface of first coverslip, P2 

attributes to the glass-air interface, P3 corresponds to the air- 

glass interface of second coverslip and P4 shows the glass- 

air interface of the sample. By measuring the difference 

between two peaks, the optical depth can be calculated. 

Finally taking the refractive index into account, the physical 

depth can be obtained which is the actual thickness of the 

sample 

Optical pathlength 

tissue,generally the phantoms which mimic the optical Physical pathlength = (2) 
Refractive Index 

0  
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Figure 3 (b) shows the result for 2 nm resolution. It is 
evident that even the four peaks are not clearly visible. 

 

 

Fig 3 (a) Depth scan obtained by applying inverse Fourier transform 
showing peaks which correspond to reflecting surfaces of the sample for the 
resolution of 0.5 nm (b) Depth scan obtained by applying inverse Fourier 
transform showing peaks which correspond to reflecting surfaces of the 
sample for 2 nm resolution. 

 

 
 

Fig 4 (a) Interference spectrum for 0.5 nm resolution (b) and for 2 nm 
resolution. 

Figure 4 shows the interference spectrum obtained from two 
coverslips. For 0.5 nm resolution, the interference was 
prominent as shown in Fig. 4 (a), while for 2 nm resolution 
although the interference power of the signal was increased as 
shown in Fig. 4 (b), the interference spectrum was not easily 
seen. 

 

Fig 5 Interference Power (nW) plotted at 1310 nm wavelength for different 
spectrometer resolutions of 0.1 nm, 0.2 nm, 0.5 nm, 1 nm and 2 nm. 

In Fig. 5, it is visible that with increase in resolution the 
interference power increases, as the interference power is 
highest for the case of 2 nm resolution.. Spectrometer 
resolution of 0.5 nm was found to be optimum for obtaining 
depth resolved information from the sample compared to 2 nm 
resolution. 

TABLE I. RESOLUTION (nm) AND CORRESPONDING 
POWER OF INTERFERENCE SIGNAL (µW) FOR 
WAVELENGTH 1310 nm 

 

 

 
S.No. 

 

 
Resolution(nm) 

Power of 

Interference 

signal(µW) 

1 0.1 4.79 

2 0.2 9.33 

3 0.5 20.4 

4 1 34.7 

5 2 55 

Table I indicates Power of the Interference signal 
for different resolution. It can be concluded that as the 
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value of resolution increases the interference power also 
increases. Also, for maximizing the imaging depth the spectral 
resolution needs to be minimized [12]. 

IV. CONCLUSION 

A fiber optic low coherence interferometry system has 
been developed using SLED source center wavelength around 
1310 nm. Studies to determine the optimum spectrometer 
resolution,for depth resolved detection from the sample has 
been demonstrated. The spectrometer resolution of 0.5 nm 
was found to be optimum for obtaining depth resolved 
information from the sample compared to other resolution 
which was verified with the actual thickness provided by the 
manufacturer. A physical depth of coverslip was estimated 
from the optical depth obtained and known refractive index of 
the sample. This study will be further advanced towards 
detecting skin abnormalities or burns, by using the high- 
resolution, non- invasive, non-contact and depth wise 
detection advantages of optical coherence tomography 
technique. 
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Abstract— The ever-increasing sophistication of the world's 

technologies is drastically altering the way people live. The 

spread of industrialization and urbanization is directly 

responsible for the increase in sedentary lifestyles in the modern 

world. People who overuse technology often neglect their 

posture and slouch for long periods of time. According to 

statistics, back pain is the third leading cause of doctor visits, 

making proper posture even more important for a healthy 

lifestyle. But individuals often undervalue our capacity for 

upright movement, whether on purpose or accidentally. The 

suggested work seeks to develop an effective method for 

identifying and warning of posture position. The methodology 

centres on the evaluation of sensor placement in the brace to 

detect the wearer's spinal condition and design the circuit 

combining force sensors with an Arduino to evaluate the spine 

disfigurement and patient comfort. 

 

Keywords— Brace, Detection, Posture, FSR sensor, Arduino, 

IMU MPU, Android. 

 

I. INTRODUCTION 

Every second of our lives is marked by a new set of body 
mechanics, and it is well known that certain postures if 
maintained over time, can have serious consequences for the 
health of the spine. Because of the increased demands of 
today's consumers and the competitive nature of the 
manufacturing sector, many people unknowingly spend long 
periods of time in an improper working posture without 
realising it. Major back issues can be traced back to prolonged 
incorrect posture [1]. 

In India, the combined incidence of lower back pain at the 
point, annually, and over the course of a lifespan was 66 
percent. The aggregate occurrence percentages were greatest 
among females, people living in rural areas, and 
secondary laborers. The results of this research can serve as 
the foundation for developing policy for the prevention and 
treatment of lower back pain in a significant portion of the 
world's population. [2]. The state of our posture should be at 
the top of our list of health concerns, yet most of us are unable 
to make a intensive effort toward maintaining the correct 
posture as we go about our daily lives. Neglecting to maintain 
a posture that doesn't put our spine in danger, as failure to do 
so can result in shoulder and aching muscles, decreased 
respiratory performance, gastro symptoms, scoliosis, 
positional disorders, and a number of other disorders that can 
seriously affect our day-to-day life [3]. 

 

II. RELATED WORKS 

C. C. Lim et al. (2014) designed and created a device that can 
identify incorrect spinal alignment by considering each 
component of the human back. The accelerometer in the 
device performs the function that was designed for it. Leaning 
forward or backward is one of the ways that incorrect posture 
can be identified, and after certain accelerometer readings 
have been reached, the user will be notified by the sound of 
an audible buzzer [3]. 

An intelligent wearable device was created by Ozgül et al. 
(2022) to identify and manage posture ailments. The 
suggested method is made to suggest the best workouts to 
prevent any physical inconveniences. Additionally, by 
gathering information about the individual wearing the vest 
through sensors, it seeks to identify hunched posture. 
Furthermore, it is advised to warn the person vocally when 
they are in a hunched position to rectify the posture ailment 
[4]. 

Tanlamai et al. (2022) demonstrated a device that uses 
three torso-mounted sensors to monitor body posture. The 
system was created, designed, and evaluated in two steps: 
First creating a posture monitoring device that considers both 
technological and user experience factors; and second 
determining the attitudes and opinions of senior citizens 
living in residential homes towards the tracking of bodily 
posture using a portable device fastened to the torso [5]. 

A computing strategy for the development of braces in 
case of adolescent scoliosis was suggested by Kardash et al. 
(2022). To maximize the transfer between active treatment 
and therapeutic response the suggested technique used a 
unique modelling of the patient's trunk to identify the brace 
shape. They obtained trunk models with individualized 
geometry for five patients with adolescent idiopathic 
scoliosis, and created Boston-style braces to assess the 
recommended methods. Under suitable comfort settings, the 
proposed braces enhance clinical indicators in a simulation 
context by an average of 45% [6]. 

Ferado et al. (2022) created the tools to facilitate research 
of poor posture using motion capture sensors. With the help 
of these resources, a benchmark sensor for the automatic 
identification of incorrect sitting postures was developed, and 
it was then tested to see how well Hjorth's parameters like 
activity, mobility, and complexity are applied to the 
categorization problem. They particularly generated Hjorth's 
time-domain parameters based on accelerometer data, 
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stacked them as feature vectors, and submitted them to a 
binary classifier. The suggested sitting position identification 
approach was experimentally evaluated in a configuration 
with standard and ergonomic keyboard type, and it observed 
an overall detection accuracy of up to 98.4% [7]. 

Pinero et al. (2021) used a specific hardware system that 
interprets real time video using convolutional neural network 
and devised and tested the model based on the postural 
detection of workers. In order to help the worker, avoid 
potential health issues brought on by bad posture, this system 
identifies the worker's neck, shoulders, and arm posture. 
According to the suggested system's results, the video 
computation may be executed in real time with little 
electricity consumption (less than 10 watts) and with a pattern 
recognition rate of more than 80% using powerful computers 
[8]. 

The performance of a squat was studied by Anne Schmitz 
et al. (2015) utilizing a markerless motion capture system 
made up of a single camera. They described the various squat 
positions that are appropriate for men and women. In their 
investigation, markerless motion capture demonstrated a 
technique with the potential to broaden the application of 
motion capture technology in therapeutic settings. However, 
there has been no in-vivo research done on the efficacy of 
using a single markerless camera system to assess clinically 
significant joint angles in the lower extremities. Because of 
this, they decided to incorporate an in-vivo comparison into 
their research. Joint angles during squatting were measured 
with a marker-based motion capture system and a Microsoft 
Kinect [9]. 

Using a force sensor, Yong-ren Huang and Xu-feng 
Ouyang (2012) describe an architecture that can record and 
analyse information relevant to sitting position. Installing 
force sensors into seat cushions and then constructing 
microcontroller circuits to collect data from the sensors are 
the two steps involved in the construction of the system [10]. 

A. Existing Techniques 

By fighting against the pull of gravity, a person can keep 
their posture upright when they are standing, sitting, or 
walking. Image processing and sensor technologies are two 
different approaches that can be utilised to ascertain a 
person's posture. In the latter method, the author calculates 
the pressure distribution on various weight distribution 
surfaces. A sensor method to detect sitting posture is used to 
measure the angle using a goniometer and an 
electrogoniometer after placing two accelerometers on 
different parts of a person's spine. Despite its ease of use, 
effectiveness and ability to be worn, this design can only be 
put into practice when the user is seated. However, in a 
different method, an actuator is used as a biomechanical 
posture detector. The purpose of this method is to identify the 
user's movement phase or change in motion states by 
analyzing the user's position as he sits, stands up, sleeps. The 
actuator connects with an application, and this method also 
involves showing sensorial operation by a virtual [11]. 

On the other hand, a user's posture can be categorized and 
corrected with the use of an intelligent chair. To categorise 
the postures, neural networks are trained and introduced 
Wireless sensor node for a Motion Capture system with 
Accelerometers (WiMoCA), a custom-designed wireless 
body area-based sensor network for wireless and wearable 
posture identification. WiMoCA recognizes a person's 

posture based on the position of the wearer's body. In this 
scenario, the sensors are portrayed as triaxial integrated 
MEMS (microelectromechanical system) accelerometers, 
and the sensor tip is customized to be wearable and operate 
with a minimum amount of power. To create an orientation 
detector foam, they adopt a technique that involves merging 
several straightforward sensors. Due to the need to alter the 
dimensions of the sensors and the associated costs, they have 
decided against pursuing this commercial alternative. 
Another approach involves the utilization of a belt that is 
fitted with a Bluetooth module, a gyroscope, and an 
accelerometer to monitor the user's movement and provide 
feedback on their posture. The gyroscope monitors the user's 
body rotation, the accelerometer determines the angle at 
which the user's body is tilted, and the Bluetooth module 
establishes a connection between the belt and the phone app 
[12]. 

III. METHODOLOGY 

The setup concentrated on creating a circuit that can detect 
any discomfort and also use the values acquired to analyse 
the progress of the spine's ailment. As a result, the FSR sensor 
integrated into the Arduino successfully detected various 
pressure types concurrently and individually. The input 
readings for the accelerometer and gyroscope come from the 
IMU MPU sensor in the user's device and are transmitted to 
the user's android app via the bluetooth module. The final 
product will be a device that rests on the user's lower back. 
Data from the device's sensors, including whether the user is 
sitting or standing incorrectly, will be transmitted via 
Bluetooth to the user's Android app. The Android app will 
track the user's position and respond appropriately. Whenever 
the user is in a slouching position, whether seated or standing, 
the device will buzz or vibrate and immediately send data via 
bluetooth to the phone's app. Users will be able to see their 
posture in both a seated and a standing position through a new 
app for mobile devices. 

 
 

 
Fig. 1. Flowchart of a posture-monitoring and adjusting gadget 
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A. MPU-9250 

It is a nine-axis gesture tracking gadget with a pin well-suited 

with the MPU-6515 (3x3x1mm module) that houses a 3-axis 

gyroscope, three - axis accelerometer, three - axis 

magnetometer, and a Digital Movement Processor TM 

(DMP). Consumer-grade motion performance, and its 

auxiliary I2C port is built to connect to a wide variety of non- 

inertial digital sensors like pressure sensors (Fig.2) [13]. 
 

 

Fig. 2. Inertial Measurement Unit and Microprocessor 

 

B. Arduino Nano 

Depending on the ATmega328 (Arduino Nano 3.x) or 

ATmega168 (2.x), the Arduino Nano is a compact, full- 

featured board that is easy to use with a breadboard. It has 

nearly all the capabilities of the Arduino, with the exception 

of a DC power jack [14]. The Arduino UNO is on the right in 

Fig. 3. 

 
 

Fig. 3. The Arduino Nano and Uno. 

 

C. Buzzer 

A buzzer, with its tiny size and 2-pin structure that allows it 

to be used on breadboards, Perf Boards, and even PCBs, is a 

useful component for adding audio to the system [15]. 

D. Bluetooth HC-05 

HC05 module is a transparent Bluetooth SPP (Serial Port 

Protocol) module for setting up wireless serial connections. It 

can be used in either a Master or Slave configuration [10]. 

Solution for wireless communication, The CSR Blue core 
04 Exterior sole chip Bluetooth model employs CMOS 
technology and AFH to provide a Bluetooth V2.0+EDR 
(Enhanced Data Rate) 3Mbps Signal processing serial 
interface Bluetooth module that is completely authorized 
(Adaptive Frequency Hopping Feature) [16, 17]. 

 
 

IV. RESULTS AND DISCUSSION 

The hardware model Fig. 4 is put together to investigate the 
state of lower back pain in relation to backbone abnormalities. 

Various analogue values were obtained in relation to the 
pressure sensor measured. It comprises of an Arduino board 
coupled to two Force Sensing Resistors (FSR) to detect the 
pressure of the body applies to the brace. At the location, one 
of the sensor's lead is fixed and resistors are positioned. 
Analog inputs are connected to arduino uno's a0 and a1 pins, 
and the power source is drawn from the Arduino board. The 
microprocessor gets data from the tri-axial accelerometer at 
regular intervals, normalizes the received data and determines 
a postural description of the user. The sensor device (Fig. 5) 
may additionally comprise memory, an actuator, and a power 
source. 

 
 

Fig. 4. Hardware model 

 
 

Fig. 5. Prototype of brace for lower back pain. 

 

 

The sensors were used to take readings based on the 
pressure that was experienced by the brace at different point 
of time. The output was obtained using the arduino IDE in the 
serial monitor shown in Fig. 6. The serial monitor showed 
different analog readings (FSR resistance in ohms) such as 
light touch, light squeeze, medium squeeze, big squeeze based 
on the amount of pressure the brace experienced and no 
pressure when the brace was left undisturbed. The FSR's 
lowest and maximum detectable pressures depend on its 
sensing range. FSR is essentially a resistor whose resistive 
value changes depending on the pressure given to it. The 
output voltage of the sensor ranges from 0V to 5V. This 
analogue voltage is transformed by the Arduino into a 10-bit 
integer with a range of 0 to 1000. Therefore, depending on 
how firmly you squeeze the sensor, the number shown on the 
serial monitor will range from 0 to 1000. Table I. shows the 
information about which command is executed based on the 
analog value of pressure indication. 
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TABLE I. Command generated based on analog values 
 

Analog Values 

(FSR Resistance in Ohms) 

Command 

<10 No Pressure 

101-300 Light Touch 

301-500 Light Squeeze 

501-700 Medium squeeze 

> 700 Big Squeeze 

 

Fig. 6. Serial monitor output showing different analog readings. 

 

 
V. CONCLUSION 

The proposed work led us to conclude that a wearable device 
is used to monitor and alert the poor back posture. Designers 
settled on an efficient approach based on the use of an arduino 
nano and an inertial measurement unit (IMU) as its main 
components, which would allow the device to be small 
enough to be attached to the user's back with minimal effort. 
Bluetooth allows for the development of an Android app that 
can track the user's spinal lordosis. This proposed model 
demonstrates that it is possible to create a sensor-integrated 
lower back brace using additive manufacturing, which is 
significantly more convenient, accurate, and time-efficient 
than traditional approaches. Additionally, it is a tried-and- 
true approach for non-surgically treating scoliosis. In future 
work the posture correction could be incorporated with the 
help of curvature analysis through the 3-matic research13.0 
software. 
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Abstract—Based to statistics, about 80 percent of the 

population follows incorrect sitting posture. From the year 2020, 

due to the Covid-19 curfew, the traditional work office of many 

professionals turned into Work from home and remote office 

lifestyle. Many of the working professionals has no proper 

ergonomic workplace setup in their house leading to improper 

sitting position. Monitoring the sitting posture is needed to avoid 

chronic complication of MSD, neck, and spine related injuries. 

Many techniques were emerged for correcting and monitoring 

the posture. Neural Network based posture detection is being 

into the field of research as the come with more range of 

accuracy. This paper discusses about the various Neural 

Networks used and their accuracies. 

 

Keywords—MSD-musculoskeletal disorder, ergonomic 

workplace, convolution neural networks (CNN) and region based 

convolutional neural network (RCNN). 

I. INTRODUCTION 

As many of the people adopt for the work from home 
lifestyle the number of people affected by the spine and neck 
disorder has been increased to greater extend. The primary 
cause for the complication of disorder is that many 
professionals are not supported by the ergonomic workspace. 
All employees cannot make ergonomic workplace which 
result in spinal complications. In order to prevent the 
chronicity of the disorder, preventive posture monitoring and 
sitting posture correcting tools been emerging in the market. 
Both wearable and non-contact tools have been under research 
to make a preventive tool for the position monitoring. Many 
sensors been implemented in the posture management like 
Force resist sensor which is placed on the cushion of sitting to 
calculate the force acting on the sensors, Pressure sensor to 
detect the evenly distributed pressure on the chair. Also, some 
research works on the non-contact supportive tools so that the 
persons are free from sensors. One of the predominant non- 
contact tools is the use of Neural Network to monitor the 
posture of the person. Many research work has been carried 
out to extract the accurate posture detection. 

II. EXISTING METHODOLOGIES 

Research for sitting posture detection and analysis have 
been increasing for past couple of years. Predominantly the 
posture detection is carried out either by wearable sensors or 
by the Machine learning methods. Many research work stated 
the use of sensors like Flex sensors [1], flexible array pressure 
sensor [12], FRS and Sitting pressure sensors (SPS) [10], [2] 
will help in measuring the pressure and/or force exerted over 
the cushion while sitting. Some articles state the 
combinational use of sensors and Neural network for 
obtaining more accuracies. Technologies like IoT [2], [4] are 

used alone with sensors and machine learning for storing the 
data on cloud. By using sensors, the changes in pressure 
and/or force are monitored so that the persons are alerted when 
the values exceed the threshold in any of the sensors being 
used. In order to remove the noise and artifacts during sensor 
recording, they are supported by various filters like Kalman 
filter [2]. The monitoring and value analysis are made ease by 
creating a supporting android application [2]. Some research 
uses k-Nearest neighbor’s, support vector machine, random 
forest, decision tree [10] for experimental analysis along with 
raspberry pi. Fully conventional neural network to implement 
the embeddable human posture recognition system [5] are 
used and proved that the accuracy is achieved at 98.99%. The 
use of Kinect V2 [17], [6] for classification of human body 
joints like using the Open Pose library. For performing the 
image classification either MATLAB [17] or python are used. 
In a research paper, integration of SVM, CNN and LSTM [19] 
are made to study about the posture of a person [9]. 3-D 
RCNN [20] with spatiotemporal process is used for multi- 
stage technique to recognize the position of a person. Neural 
network is emerging in this domain as they produce high range 
of accuracy with greater classification. Optical neural network 
[22] has random shift wavelet pattern for easy posture 
recognition. 

III. MATERIALS AND METHODS 

A. Neural Network 

Neural Network is a part of Machine Learning which makes 
the device to learn itself with the existing inputs. As the name 
implies, Neural network resembles the structure of Brain 
Neurons having many networks of weight layers such that the 
accuracy and the learning rate of the device is being 
improvised. 

B. CNN 

The Convolutional Neural Network is a part of Neural 
Networks that performs the mathematical convolution to train 
the network. This project uses a three-layer CNN. The CNN 
has feature map which generate both Part Confidence Maps 
and Part Affinity Field. 

C. RCNN 

Region based convolutional neural network is more 
derived version of neural network that concentrate deep on 
the region- based classification of the object in the image. 
RCNN is used because it mainly concentrates on the image 
classification based on region detection and object 
segmentation. Dataset are supported by MS-COCO dataset. 
Key point RCNN is slightly difference from Mask-RCNN. 
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D. Python 

For coding and training the Neural networks, python is 
being used as python is one of the general-purpose, user- 
friendly programming language and is easily adopted by 
many non-programmers. Python along with libraries like 
TensorFlow, Scikit-learn, Keras, Pytorch can be used for 
Machine learning tasks. 

E. Keras 

Python written deep learning API which runs on the top 
of machine learning platform TensorFlow. This API is simple, 
flexible, and powerful used for research as it supports fast 
experimental procedure. Layers and models are the core data 
structures of Keras. 

F. Gaussian filter 

The gaussian filter is a type of low pass filter. This filter is 
used for reducing the noise and blurring in an input image. 
Here multidimensional gaussian filter is used. It targets to 
retain the edges so that key point extraction is made at ease. 

G. Open Pose 

OpenPose is a multi-person detecting real-time library can 
be used for detecting the human body key points. OpenPose 
is written in C++ an Caffe. OpenPose with python can 
support to create different operating systems and languages. 

H. TensorFlow 

An open-source platform for machine learning where the 
pose estimation can be achieved by merely estimating the key 
points and key joints output. It is a core library and has 
comprehensive, ecosystem of tools, community resources 
that helps the programmer to have state of art in development 
of Neural network. 

I. Torchvision 

Torchvision is a model that contains pretrained key point 
detection model which are built on top of the ResNet-50 FPN. 
FPN is a process of fusing features maps at multiple scales 
for preserving the information at multiple levels. 

IV. PROPOSED METHODOLOGY 

The sitting posture analysis using CNN and RCNN is a 
comparative work to analyse the accuracy and latency of the 
CNN and RCNN in detecting the posture of the person. The 
output of the network indicated the keypoints extracted from 
the given input and the latency for detection of the system. 
The postures that we considered to detecting the position are: 
a. Hunchback, b. Reclined, c. Straight, d. hand folds, e. 
kneeling, f. cross legs. This software detects the sitting 
position by getting the input from the lateral view of the 
person as we aim to calculate the posture by calculating the 
angle and degree between the keypoint of reference. The key 
points are extracted from the image by using OpenPose 
model. In this work 18 keypoints in the body are extracted 
and analysed. 

Steps carried to recognize the sitting posture are: 

• Gather the keypoint coordinates for different body 
parts. 

• Calculate the sitting angle of the person. 

• Getting the ear position 

• Getting the hip position 

• Calculating the angle between ear and hip 

If angle > 110 → Reclined position; Elif angle > 70 → 
Hunchback position; Else → Straight position 

Initially the software gets the input image and extract 
the keypoints from the person. This is achieved by 
constructing three python files: one for containing the 
whole architecture of the software, second containing the 
parameters essential to predict the keypoints, third having 
the functions to calculate the co-ordinates of keypoints. 

Once the keypoints are extracted the system starts 
detecting the angle between the keypoints to analyse the 
deviation of spine from straight posture. Here we 
considered Hip and Ear keypoint since both the keypoints 
lay on same line when they are in straight position. 

The above work has four programs: 

• Posture detection in an input image using CNN. 

• Posture detection in an input image using RCNN. 

• Posture detection in an input video and real-time video 
input using CNN. 

• Posture detection in an input video and real-time video 
input using RCNN. 

A. CNN Posture detection 

Initially the image is passed through baseline CNN 
network to extract the feature maps of input. The 
feature map is processed in 3 stage CNN to obtain are 
Part Confidence Maps and Part Affinity Field. Greedy 
bipartite matching algorithm are used to get Part 
Confidence Maps (PCA) and Part Affinity Field (PAF). 
Confidence Map is a 2D representation that a particular 
body part can be located in pixel. PAF is a set of 2D 
vector field which encodes location and orientation of 
limbs of people. It encodes pairwise connections 
between body parts. 

Three steps carried out in CNN are: 

• To predict the Part Affinity Fields from the Feature 
maps of base network 

• Use the output PAF from previous layers to refine the 
prediction of Confidence maps. 

• Confidence map and Part Affinity Field are passed into 
the greedy algorithm. 

• The loss function is used to calculate the loss between 
PCM and PAF to the ground truth maps and fields. 

 
Proposed CNN model consists of two convolutional layers, 

followed by pooling layer. CNN network accepts image with 

pixel size of 28x28x3, and finally results in the 14x14x3 size 

features signal after passing through the two set of 

convolution layer with Relu activation function and max 

pooling layer. The input posture image will be processed by 

two convolution layers with 16 filters; each has kernel size of 

3 in the first set and has kernel size of 4 in the second set of 

convolution layer. Further the extracted features will be down 

sampled to 14x14x3 image size using two max pooling 

layers. The confusion matrix of CNN model is shown in the 
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figure 1. The accuracy of the model is evaluated for six 

different posture and overall accuracy of the CNN is obtained 

as 92.5% 
 

Fig.1. Confusion matrix of CNN Model 

 

B. CNN Realtime posture detection 

The CNN is coded for detecting the live input video 
streaming on the web camera attached to the laptop/PC and 
to process the recorded video input for detecting the posture 
of the person. The Torchvision is used for the dataset with 
gaussian filter to remove the noises in the input. If the posture 
is not able to detect or if the camera is not in the lateral 
position to the person, then the system responds with a 
notification of “unable to calculate the angle”. 

C. RCNN Posture detection 

Keypoint RCNN have same functionality as Mask-RCNN, 
they differ by output size and the way keypoints encoding in 
the keypoint mask. Keypoint RCNN has one-hot encoding a 
keypoint of the detected object instead of whole mask. Class- 
wise output feature map from Mask-RCNN: Here the feature 
map has two channels person and the background class. 
Pretrained keypoint detection model built on top of the 
ResNet– 50 FPN backbone. FPN is a fusion feature maps at 
different scales so that the information is preserved. The 
confusion matrix of RCNN model is shown in the figure 2. 
The accuracy of the model is evaluated for six different 
posture and overall accuracy of the RCNN is obtained as 95% 

Faster RCNN has numerous layers where the Region- 
proposal- layer predicts the locations of N number of objects 
in feature maps. These regions are individually passed to 
ROI-Pooling layer which resizes the feature maps by 
quantising size grid to fixed size grid and getting the max- 
values to place in the fixed grid. A Fully Connected (FC) 
layer follows ROI-pooling layer. Mask-RCNN has some 
modification of layers, like ROI-Align layer is used instead 
of ROI-Pooling layer and the output of ROI-Align is passed 
to Mask-RCNN head. COCO dataset has 80 classes for 
detection and segmentation, the annotations are offered for 
person class. Torchvision is particularly trained to identify 
key points in a person. 

 

 
Fig.2. Confusion matrix of RCNN Model 

D. RCNN Realtime Posture detection 

RCNN is coded for analysing the live streaming video and 
recorded video input. The real time input is taken and 
processed with dataset from Torchvision, and the noise are 
removed by using the gaussian filter. If the camera is in 
wrong position or if the lateral view of the subject is not 
properly detected, then the system comes with a alert message 
of “Unable to calculate the angle”, later which the position 
can be altered. 

V. RESULTS AND DISCUSSION 

The comparison of CNN and RCNN output time for same 
set of images are represented in Table I and Table II. 

TABLE I. RESULTS FOR CNN 
 

Input 

(Image) 

Expected Result 

(Position) 

Actual Result 

(Position) 

Time in 

Seconds 

Sample 1 Hunchback Hunchback 56.30753 

Sample 2 Hunchback Hunchback 61.99616 

Sample 3 Hunchback Hunchback 72.53529 

Sample 4 Reclined Reclined 52.14701 

Sample 5 Reclined Reclined 70.73289 

Sample 6 Reclined Reclined 64.77853 

Sample 7 Straight Straight 82.54892 

Sample 8 Straight Straight 69.10063 

Sample 9 Straight Straight 69.49605 

 
TABLE II. RESULTS FOR RCNN 

 

Input 

(Image) 

Expected Result 

(Position) 

Actual Result 

(Position) 

Time in 

Seconds 

Sample 1 Hunchback Hunchback 9.21453 

Sample 2 Hunchback Hunchback 9.80878 

Sample 3 Hunchback Hunchback 9.56103 

Sample 4 Reclined Reclined 8.6486 

Sample 5 Reclined Reclined 8.51954 

Sample 6 Reclined Reclined 8.89083 

Sample 7 Straight Straight 8.1843 

Sample 8 Straight Straight 8.41329 

Sample 9 Straight Straight 9.71633 

 

Results for CNN, RCNN are shown in Table. III and Table. 

IV. Based on the result, the CNN has more latency period in 

detecting the posture than the time taken by the RCNN 

network. The key point detection for the image and output of 

the posture detection are as follows: 
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TABLE III. OUTPUT FOR CNN 
 

 
TABLE IV. OUTPUT FOR RCNN 

 

 

VI. CONCLUSION 

The spinal posture of the person while working with 
computer have been analysed using the CNN and RCNN 
network. A comparative study has been plotted between the 
time taken by both the networks for detecting the posture. 
Based on the study for multiple images, it is clear that the 
RCNN have minimal latency for detecting the person position 
when compared to CNN (see Tab A and Tab B). This software 
supports to detect key points of many people, but posture 
analysis can be done only for one person at a time. This can 
be extended by iterating the detection part of the code for 
overall key points that are detected on each individual in the 
input. The research can further be extended by taking other 
type of Neural Networks and compare their accuracy and 
latency in detecting the posture. 
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Abstract—Parkinson's disease (PD) is a common 

neurodegenerative disease by which millions of people are 

affected worldwide. Early detection of PD and accurate 

classification of the disease stage is a prerequisites for effective 

therapy and management. In this study, we propose a new 

approach to detect and classify PD phases using drawing 

models and the universal You Only Look Once (YOLO) object 

recognition framework. Data used in the study were collected 

from 70 patients with mild PD, 70 patients with moderate PD, 

70 patients with severe PD, and 70 healthy controls, who were 

asked to draw certain shapes with pen and paper. The images 

are pre-processed and fed into the YOLO object recognition 

model, which has been trained to recognize and classify 

patterns into different stages of PD. The results of the study 

show that the proposed approach achieved high accuracy in 

PD detection and disease stage classification. These results 

show the potential of using drawing patterns and the YOLO 

object recognition framework for the early detection and 

classification of PD. The proposed approach could have a 

significant impact on the early diagnosis and treatment of PD 

and possibly improve the quality of life of people with this 

disease. 

Keywords—Parkinson’s, drawing patterns, deep learning, CNN, 

YOLO. 

I. INTRODUCTION 

Parkinson's disease (PD) is a neurodegenerative disease that 
affects more than 10 million people worldwide. It is 
characterized by the gradual loss of dopaminergic neurons 
in the brain, leading to motor symptoms such as tremors, 
rigidity, and bradykinesia. Early detection of PD is essential 
for timely treatment and better patient outcomes. However, 
the clinical diagnosis of PD is subjective and relies heavily 
on observations of physical symptoms. In recent years, there 
has been a growing interest in the use of technology in the 
early detection of PD[1]. One promising approach is to use 
machine learning algorithms to analyze data collected from 
drawing patterns. Drawing patterns is a simple, non-
invasive, and inexpensive method to detect PD. Studies 
show that individuals with PD tend to be unique in their 
drawing patterns, characterized by smaller and more 
fragmented lines [2]. In this paper, we suggest a machine 
learning-based approach to detect and classify PD phases 

using design patterns. Our approach involves collecting data 
from a large group of individuals with and without PD and 
using that data to train a classifier.[3] The classifier is then 
used to classify the new data as either PD or non-PD and 
classify individuals with PD into different stages based on 
their drawing patterns. We evaluated our method using data 
collected from a cohort of PD patients and healthy controls. 
Our results show that our approach is very accurate in 
detecting PD with more than 90% accuracy[4]. Our 
approach can be a valuable tool for the early detection and 
classification of PD. It is non-invasive, easy to administer, 
and can be used in a variety of settings, including primary 
care and remote monitoring[5]. There is enough potential 
for real-life applications of machine learning techniques in 
this regard.[6] 

II. RELATED WORKS 

A study was conducted in which individuals with 
Parkinson's disease as well as healthy individuals were 
asked to provide examples of their drawings drawn on paper 
and with a pen. It is then through the horizontal lines in their 
drawings that they can be distinguished from one another. 
As a result, in order to train all these features for 
autonomous feature generation, they used various 
classification methods, including Naive Bayes, AdaBoost, 
Logistic Regression, Support Vector Machines (SVM), J48, 
and Random Forest classifiers, in order to train all of these 
features. In terms of accuracy, they have a significant 
amount of accuracy, and the accuracy was 91%, which is 
quite good.[7] 
 
A study that uses spiral drawings made by participants in 
their homes and telemetric touchscreen devices to 
differentiate between episodic and peak dosage dyskinesia. 
Many of the characteristics used to distinguish between 
people with Parkinson's disease and those who are healthy 
have been taken by these characteristics. These can be 
entered into algorithms for machine learning. Support 
Vector Machine (SVM), Logistic Regression, Random 
Forest classifiers, and Multilayer Perceptron are some of the 
techniques they have applied. All of these techniques have 
been applied to training and the development of automatic 
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systems. At the end, they came to the conclusion that the 
Multilayer Perceptron technique had achieved well, with an 
accuracy result of 84%.[8] 
 
The method of separating individuals with Parkinson's 
disease from healthy individuals is presented using audio 
equipment. The most effective results have been achieved 
by a variety of methods, and those methods are now also 
employed in training. To choose features for the model, they 
used principal component analysis as a method of selecting 
features. In addition, they were able to compare data from 
two different groups, such as PCA-derived features and 
Random Forest classifications, by taking the data from two 
groups and comparing them. Using the Random Forest 
classifier, they were able to achieve a high accuracy of 
96.83% [9] 

A study proposes applying machine learning and computer 
vision techniques to distinguish between people with 
Parkinson's disease and healthy people based on 
handwriting. Their handwriting was used to create the 
dataset. Their handwriting can be used to detect Parkinson's 
disease. They employed proper techniques including OPF, 
SVM, and a Naive Bayes classifier (NB). With an accuracy 
of 78.9%, Naive Bayes provided the most accurate results of 
these techniques. There is a need to improve the accuracy of 
this method because it is currently low.[10] 

In order to evaluate Parkinson's disease patients' spatial 
drawings and stability motions, Deep Echo State Networks 
(Deep ESNs) were employed. With the use of this method, 
the results were 89.3% accurate. In order to diagnose PD, a 
study used a convolutional neural network (CNN). They 
used fewer layers in this work, which resulted in limited 
datasets and biased results. Because of this, they have a 
relatively poor accuracy of 72.5%. A study also employed a 
condensed form of AlexNet. Rather than feeding raw data 
into the CNN, they fed spectral points into it in place of raw 
data. The researcher in this instance had a respectable 
accuracy of 96.5%. Parkinson's spiral drawings on a digital 
whiteboard dataset, which included 62 participants with PD, 
were utilized in all three papers.[11] 

A study has suggested the use of convolutional neural 
networks in order to develop a multistage classification 
system based on spiral and wave sketches in order to 
identify Parkinson's disease. It can be used to distinguish 
between those who have Parkinson's disease and healthy 
individuals. In this work, the system was trained and 
validated using a total of 102 spiral sketches and 102 wave 
sketches. In the study, 93.5% of the results were found to be 
accurate based on the data they collected.[12] 

III. METHODOLOGY 

A. Data Collection 

We collected datasets from Kaggle's data 
repository,Roboflow data repository as well as from patients 
with Parkinson's disease in order to conduct this study. All 

subjects were asked to take a test, the  Spiral Drawing Test. 
The design of the spiral is captured with A3 size paper The 
spiral design is captured on A3 size paper[13]. Using an ink 
pen by the individual, the spiral design is drawn on the A3 
paper that has been placed on the tablet. Data were collected 
from healthy subjects with mild, moderate, and severe PD. 

 

 

  

Healthy Spiral  Mild Parkinson’s Spiral 

 

      

 

 

 

 

 

      Moderate Parkinson’s Spiral      Severe Parkinson’s Spiral    

Fig.1. Images from Dataset 

 

The folders are labeled and classified according to the stages 
that the images were collected. The images are divided into 
testing and training folders with 80% and 20% of the total 
images in each folder 

B.  Data Preprocessing 

Image preprocessing is an important step in detecting 
Parkinson's disease and classifying its stages from drawing 
patterns. The goal of image preprocessing is to enhance the 
quality of the images and to remove any noise or artifacts 
that may interfere with the detection and classification 
process[14]. The image preprocessing steps used are 
  
Auto-orient: Auto-orient in pre-processing typically refers 
to the automatic adjustment of the orientation of an image or 
video to a standard orientation, such as upright or landscape, 
based on its content or metadata. In image processing, auto-
orient can be used to rotate images that were captured with a 
camera held in different orientations, such as portrait or 
landscape, so that they are all upright and have the same 
orientation. This can be particularly useful for large datasets 
or when dealing with images from multiple sources. 

Resizing: The digital images of the drawing patterns may 
have different sizes and resolutions. Resizing the images to 
a standard size and resolution can reduce variability in the 
input data and improve the performance of the CNN[15]. 
All the images in the dataset are resized to 640x640 pixels. 
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Auto-Adjust Contrast: According to the images collected 
for the study, the images lack contrast, brightness, and 
clarity overall. All images, therefore receive contrast 
enhancement and adjustments using adaptive equalization. 

 
Fig.2. Auto Adjust Contrast 

Grayscale: Grayscale in pre-processing typically refers to 
converting an image or video from a colour format to a 
grayscale format as a part of pre-processing steps. It can 
simplify processing and reduce computational complexity, 
as the resulting grayscale image or video contains only a 
single channel of brightness information instead of three 
channels of red, green, and blue color information. They can 
be used in various applications such as edge detection, 
feature extraction, and image compression[16]. By 
performing these image pre-processing steps, the quality of 
the input data can be improved, which can lead to better 
performance of the CNN in detecting and classifying 
Parkinson's disease stages from drawing patterns. Images 
may require different pre-processing steps depending on the 
specific research question and the input data characteristics. 

C. Data Augmentation 

Data augmentation techniques can help create new images 
that fill in this missing information. Since there are quite a 
fewer images in the dataset, the implementation of deep 
learning algorithms such as CNN becomes quite difficult. 
Thus, picture additions were finished in order to incorporate 
a few fabricated samples from the training dataset and 
increase the dataset's diversity[17]. The augmentation 
parameters applied to the dataset are 
 
Flipping: Flip Flipping an image horizontally or vertically 
is a simple image augmentation technique that can help to 
increase the amount of data available for training a model. 
In horizontal flipping, the image is flipped along the vertical 
axis, while in vertical flipping, it is flipped along the 
horizontal axis. 

Fig.3.1. Flipping 

90-degree Rotate: Rotating an image by 90 degrees can also 
help to increase the amount of data available for training. 
This can be done by rotating the image clockwise or counter 
clockwise or upside-down by 90 degrees. 

 

 

 

 

 

 

 

Fig.3.2. 90-degree Rotate 

Rotation: Rotating an image by an arbitrary angle can help 
to simulate different viewpoints of an object in an image. 
This can be done by specifying the rotation angle and using 
affine transformations to apply the rotation[18]. Below the 
image, we have done rotation by 0 degrees,15 degrees, and -
15 degrees. 
 
Shear: Shearing an image involves skewing it along either 
the x-axis or the y-axis. This can help to simulate the effect 
of camera angle or perspective. 

Fig.3.3 Shear 

Exposure: Adjusting the exposure of an image can help to 
simulate different lighting conditions, such as a bright sunny 
day or a dimly lit room. This can be done by changing the 
overall brightness and contrast of the image. 

Brightness: Adjusting the brightness of an image can help 
to simulate different lighting conditions. It can be done by 
increasing or decreasing the brightness of the image pixels. 
In our dataset, we have increased the brightness of the 
images up to 25%. 

 

 

 

 

Fig.3.4. Brightness 
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Noise: Adding noise to an image can help to simulate the 
effect of random noise in the image sensor. This can be done 
by adding random values drawn from a Gaussian 
distribution to the pixel values of the image. 25% noise was 
added to the images in the dataset for the augmentation 
process. 

 

 

 

 

 

Fig.3.5. Noise 

 

D. MODEL DEVELOPMENT 

 
With the latest developments in the field of device 
intelligence, deep learning has plotted a paradigm shift in all 
sectors. Mainly, within the healthcare sector, the emergence 
of deep analysis and advanced computer detection systems 
required even more accurate and green analysis. As far as 
Parkinson's disorder is concerned, more than one biomarker 
needs to be analysed to determine a patient's medical 
condition. One of the impairments commonly visible in 
Parkinson's disease is hand tremors and impaired motor 
flexibility of the arms, leading to reduced skills in comic 
strips and writing. The ability to write and sketch can be  

 

considered an essential biomarker for detecting and 
diagnosing Parkinson's disease. This study develops a 

system to analyse spiral and wave patterns in patients with 
Parkinson's disease and to detect Parkinson's disease.The 
architecture of a convolutional neural network (CNN) for 
Parkinson's disease detection and classification of stages 
from drawing patterns typically consists of several layers, 
including convolutional layers, pooling layers, and fully 
connected layers[19]. Input Layer: CNN's input layer takes 
the drawing patterns as input. The size of the input layer is 
determined by the size and resolution of the images. 

1. Convolutional Layers: The convolutional layers 
apply a set of learnable filters to the input image to 
extract features at different spatial scales. Each 
filter corresponds to a specific feature, such as 
edges or textures, and can be optimized during 
training to improve the performance of the CNN. 

2. Pooling Layers: The pooling layers downsample 
the feature maps produced by the convolutional 
layers to reduce the computational complexity of 
the CNN. Common  

3. Fully Connected Layers: The fully connected 
layers take the output of the last pooling layer as 
input and perform the final classification task. They 
typically consist of several dense layers with 
nonlinear activation functions, such as ReLU or 
sigmoid. 

4. Dropout Layer: The dropout layer is a 
regularization technique used to prevent overfitting 
in the CNN. It randomly drops out a fraction of the 
neurons in the fully connected layers during 
training. 

5. Output Layer: The output layer of the CNN 
produces the classification result, indicating  

whether the input image belongs to a Parkinson's 
disease patient or a healthy control, as well as the 
stage of Parkinson's disease for each patient. 

Fig 4. Architecture of CNN 

640x640 
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The output obtained by the CNN model exhibited low 
performance as well as low accuracy. We switched from the 
basic CNN model to the YOLO V8 classification model to 
increase accuracy. In the world of computer vision, You 
Only Look Once (YOLO) has become the most popular 
modeling architecture that has dominated the field of 
machine learning[20]. Its object detection algorithm is 
known for its fast image processing results and good 
accuracy.  

There is a goal to the YOLO algorithm in that it aims to 
determine the class of an object in the input image, as well 
as its bounding box in which it is located in the input 
image. Built on PyTorch, it supports both CPU and GPU. 
YOLO v8 is superior to YOLO v5,6,7. The extensibility of 
YOLOv8 is a significant characteristic. The framework was 
created to work with all prior YOLO iterations, making it 
easy to replace them and examine their performance. 
Because of this, YOLOv8 is an ideal option for those who 
want to benefit from the most recent YOLO generation and 
at the same time wish to benefit from the most recent 
generation of YOLO. As a result, they can keep their YOLO 
models as practical as possible in their modern-day society. 
The detection network has 24 convolutional layers followed 
by 2 fully connected layers. Alternating 1 x 1 convolutional 
layers reduces the feature space from preceding layers. The 
convolutional layers are trained on the ImageNet 
classification task at half the resolution (224 x 224 input 
image) and then double the resolution for detection. Given 
the dataset without any augmentation, CNN had a 20% 
accuracy rate. After dataset augmentation, CNN achieved a 
50% accuracy rate. When using the given dataset with 
augmentation, YOLOv8-x was more accurate than CNN 
models in terms of accuracy. 

IV. RESULTS AND DISCUSSION 

 
YOLOv8 is the latest family of YOLO-based object 
recognition models from Ultralytics, offering state-of-the-art 
performance. YOLOv8 provides already trained 
classification models, does the same image classification 
inference using the yolov8x-cls model. This is the largest 

classification model offered by the archive. The activation 
function under the hood is ReLU except for the last layer  
which uses a linear activation function. Some additional 
techniques, such as bump normalization and removal, adjust 
the model and prevent it from overfitting. Reasons to choose 
the YOLO framework are Speed, Detection accuracy, good 
generalization, and Open source. The models were trained 
on different algorithms with different augmentation 
parameters and the accuracies of the model were recorded. 
Among the algorithms tested, we recorded a high accuracy 
when the dataset was trained with the YOLOv8-x algorithm. 
 
Accuracy of the best model = 94% 

Fig.6. Accuracy 

 

                         TABLE I.          COMPARISON TABLE 

Models Accuracy 

CNN (Without Augmentation) 20% 

CNN (With Augmentation) 50% 

Transfer Learning (With Augmentation) 82% 

YOLOv8-n (With Augmentation) 64% 

YOLOv8-x (With Augmentation) 94% 

 

Fig.5. YOLO V8 Architecture 
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When tested the generated YOLOv8x model with the sample 
test images using the API and the results obtained were 

 

 

 

 

 

 

 

 

Fig.6. Prediction Results 

V. CONCLUSION 

As a result of using the YOLO v8 architecture, a 
convolutional neural network that is capable of both training 
and testing end-to-end and is capable of detecting and 
recognizing multiple targets in images, we were able to 
construct in this paper a multistage classification system that 

successfully detects and recognizes numerous targets in 
images. Following the application of the augmentation 
parameters to the given drawing pattern image dataset, the 
model plotted an accuracy of 94%. In spite of the fact that 
the classifier's results at the moment seem to be acceptable, 
both the paper's technique and the classifier's performance 
can be improved in the future. After several iterations, the 
existing process can be improved by increasing the number 
of data samples, using different kinds of drawings instead of 
spirals, and selecting the second section as state-of-the-art 
architecture. The current system however gave us a great 
deal of confidence that this kind of technology could be 
used in real-life situations and in reliable production 
environments based on its performance in the current 
system. 
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Abstract—Emotions arise out of complex phenomena, which
are believed to have a biological basis. Neuroscience research
has demonstrated that emotions are related to distinct patterns
of brain activity and the release of certain chemicals, such as
hormones and neurotransmitters, into the bloodstream. Emotion
recognition is used in many applications, such as advertising,
social networking and cinema. In this paper, we propose a
deep convolutional neural network (CNN) fusion technique made
up of two parts: a differential-CNN system to extract emo-
tional features from an image and combine them using convex-
combination, and a supplementary-CNN to extract central object
details of an image and combine it with differential-CNN features.
We amplify the difference between minute latent representations
of an image via differential-CNN features. The type of emotion
an image elicits is highly influenced by its central object, hence
supplementary-CNN is helpful in supplementing the differential-
CNN features to improve emotion recognition. In comparison to
the contemporary state-of-the-art methods, our proposed method
showed an absolute gain of 6% on the primary dataset and
outperformed them on the extra secondary datasets social media
web scrapping process.

Index Terms—Deep learning, image emotion, latent informa-
tion, convolutional neural networks

I. INTRODUCTION

Emotions are strongly related to the activation of particular
brain regions and the release of specific hormones and neuro-
transmitters into the bloodstream. For instance, the amygdala,
a little almond-shaped structure in the brain, initiates the
release of adrenaline and other stress chemicals that prepare
the body to respond to a perceived threat when we experience
fear. Research on emotion analysis has grown significantly in
the past two decades. Previous attempts to solve this challenge
used handcrafted methods based on psychological ideas [1]
and image perception. Color, edges, lines, texture, composition
and picture descriptors like Histogram of Oriented Gradients

(HOG) were handcrafted. Balance, emphasis and harmony
were linked to the emotions elicited from an image. Lu et
al. [2] attempted to retrieve shape features and classify the
emotions of an image. Yanulevskaya et al. [3] retrieved Gabor
and Wiccest surface texture features from images and mapped
them to emotions. The type of line influences the emotional
response as well. In the image, oblique, horizontal and vertical
lines had distinct effects on the emotional response. Chang
et al. [4] extracted edges, ridges and lines to classify images.
Zhao et al. [5] extracted features using image descriptors (such
as Histogram of Oriented Gradients) and combined them with
other handcrafted features. Both Mehrabian and Valdez [6]
attempted to map color primitives to emotions and classify
images.

Following the introduction of convolutional neural networks
(CNNs) [7] and their rising prevalence in ubiquitous appli-
cations, the emphasis switched from handcrafted methods to
neural networks. Based on the emotion categories inspired by
Machadjik and Hanbury [8], You et al. [9] created a large-
scale dataset for visual emotion identification. The bench-
mark results were produced with AlexNet [10]. Xu et al.
[11] suggested a CNN-based framework for visual sentiment
prediction. Considering the emotional subjectivity of an image,
Yang et al. [12] provided a framework for retrieving and
classifying affective images. Campos et al. and Jou et al. [13]
employed CNNs to predict visual sentiment by visualizing the
image’s local patterns. Chen et al. [14] presented a method for
classifying images based on visual sentiment concepts using
deep CNN architectures.

In our work, we employed a differential-CNN system to
extract emotional elements from images and combine them
with supplementary information to predict emotions. We also
developed a novel idea of convex combination of features,
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Fig. 1: Our final proposed network consists of a differen-
tial module containing a dual-CNN network for emotional-
feature extraction and a supplementary module for image’s
central object details. Parameters α and β are differential
and amplification factors, respectively. Convex combination of
differential features and supplementary-feature amplification
are performed separately and are further fine-tuned using SVM
classifier with the CNN layers frozen.

which uses emotional data extracted from the differential-CNN
system and predicts using the combined features. For training
and evaluation, we used a large-scale dataset classified into
eight emotions as well as additional small-scale datasets only
for evaluation. As previously demonstrated [15], the emotion
evoked by an image depends on the central object present in
that image. As a result, we had provided the central object
information using supplementary-CNN along with emotional
aspects (differential-CNN features) for emotion prediction.
Not only does the central object has an influence, but our
experiments demonstrate that amplification of it abruptly alters
emotion detection from an image.

II. OUR METHOD

Different CNNs extract and highlight different features from
the same image. Our model consists of a differential-CNN
module containing two deep CNNs (dual-CNN network) for
emotional-feature extraction and a supplementary-CNN mod-
ule containing a single CNN for primary object details present
in the image. The intuition behind employing a dual CNN
network in differential-CNN structure for feature extraction is
that by merging the features extracted from the two CNNs, the
emotional elements from an image ignored or suppressed by
one CNN shall be recognized by the other and thus enhance
overall emotion recognition. As finding the right combination
is challenging, we have tested with several already available
CNN models. It is observed from the experiments conducted
by us that deep CNNs are superior at emotion recognition
than shallow CNNs and hence we have used deep CNNs for
differential feature extraction and for final combination.

TABLE I: Number of images present in each emotion category
of various datasets evaluated in this paper. The abbreviations
IE, E-ROI, and AP stand for Image Emotion, EmotionROI and
AbstractPaintings, respectively and ‘-’ denotes absence of that
specific emotion category.

Emotion IE [9] E-ROI [12] Artphoto [8] AP Ours
Amusement 4724 - 101 33 -
Anger 1176 330 77 9 -
Awe 2883 330 102 28 -
Contentment 5131 - 70 72 407
Disgust 1591 330 70 29 471
Excitement 2727 - 105 36 430
Fear 969 330 115 41 418
Sadness 2635 330 166 32 420
Total 21836 1650 806 280 2146

A. Differential CNNs for amplifying incremental latent infor-
mation

First, we train Diff-CNN1 and Diff-CNN2 separately on
the Image Emotion dataset. In this process, the feature matrix
extracted from Diff-CNN1 is passed through GlobalAver-
agePooling (GAP) layer obtaining a vector representing the
corresponding emotional features (differential-CNN features).
These features extracted from the GAP layer are then passed
to a dense layer containing eight nodes based on eight different
emotions. The output from this last layer is transformed into
a probability distribution using the softmax function. Similar
training is implemented for Diff-CNN2, where a different
feature matrix is obtained, eliciting a different vector after
passing through the GAP layer. These two differential feature
vectors are concatenated before passing them through the final
8-node classifier.

Not only does the combination of features extracted from
differential-CNN module has an effect, but the proportion of
this combination also significantly affects the performance.
With this idea, we have introduced a concept of convex-
combination of features extracted from the differential module,
governed by a parameter α called differential factor:

X = αX1 ⊕ (1− α)X2 (1)

where X1 and X2 are feature vectors of Diff-CNN1 and Diff-
CNN2 respectively, X is a concatenated feature vector with a
differential factor α and ⊕ represents concatenation.

0 ≤ α < 0.5 X1 is suppressed, X2 is highlighted
α = 0.5 X1 and X2 are equally considered

0.5 < α ≤ 1 X1 is highlighted, X2 is suppressed

B. Supplementary feature fusion and amplification

Furthermore, the differential-CNN system is supplemented
with additional information containing central object details.
As elucidated in Section I, a 1000-D vector is concatenated
with the differential-CNN feature vector, acting as supplemen-
tary information. Another pre-trained CNN initialized with
imagenet weights producing a probability distribution of 1000
different objects is used, called as Supplementary-CNN. Simi-
lar to convex-combination, amplifying the image’s central ob-
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TABLE II: Performance of our methods (before fine-tuning) on all the datasets used for evaluation. The parameter β=1
is irrelevant for the supplementary-feature amplification model since emotional qualities are ignored, and ‘-’ reflects it.
Abbreviations IE, E-ROI, and AP stand for Image Emotion, EmotionROI, and AbstractPaintings and the best results obtained
are represented in bold. It can be observed that accuracy increases with increase in parameter α till 0.75 and then decreases
and considerably varies with the parameter β on the IE (primary) dataset.

Parameter
Image emotion recognition accuracy (%)

Differential convex combination model (α) Supplementary-feature amplification model (β)
IE AP ArtPhoto E-ROI Ours IE AP ArtPhoto E-ROI Ours

0 64.85 19 44 21 64 66.71 26 45 23 71
0.25 65.76 35 14 21 68 65.27 26 44 21 71
0.5 66.62 32 43 62 67 66.65 26 45 21 71
0.75 66.80 34 44 61 70 65.76 26 45 22 70

1 66.28 33 43 60 66 - - - - -

ject information might affect how emotions are perceived. The
supplementary-feature amplification, representing the central
object w.r.t the combined emotional aspects (from differential
module), is controlled by an amplification factor, denoted
by the parameter β. It should be noted that supplementary-
feature amplification is performed for direct concatenation of
differential features i.e. without their convex combination. A
higher value of β denotes higher prominence of central object
present in that image, whereas lower β denotes its lesser
prominence.

C. Fine-tuning with SVM classifier

To further enhance emotion recognition of our models,
fine-tuning with a Support Vector Machine (SVM) classi-
fier for different values of regularization paramter (C) is
implemented. The features extracted from the differential-
CNN and supplementary-CNN modules are contained in the
concatenated vector, which is extracted and passed through
the SVM classifier with rbf kernel. Only the SVM classifier is
trained at this stage after all preceding CNN layers are frozen.

III. EXPERIMENTS

Experiments were conducted on various publicly available
datasets, implemented using specific training parameters and
compared with the baselines as mentioned below.

A. Datasets

In our work, both large-scale and small-scale datasets are
taken into account. The primary dataset is the Image Emo-
tion dataset [9], which consists of 21,836 images distributed
disproportionately into 8 emotion categories, details of which
are mentioned in Table I. Like prior studies, we randomly
and uniformly split the entire dataset into 85% for training
and 15% for testing. Abstract Paintings, ArtPhoto [8] and
EmotionROI [12] are small-scale datasets and are only used
for evaluation. We also constructed a dataset from scratch to
further test our approach on a medium-scaled dataset. Initially,
each of us collected images from the internet totaling up
to 2500 images. The gathered images were then examined
together and classified into five emotion categories. In order
to scrape images from the web, we employed several key-
words. As an illustration, we used cold beverages, games, and

TABLE III: Comparison of our two fine-tuned CNN variants
(in bold) with various state-of-the-art methods.

Type Methods Accuracy (%)

Handcrafted
SIFT [16] 37.56
HOG [12] 44.67
SentiBank [14] 49.09

Deep Learning

DeepSentiBank [12] 54.10
AlexNet (fine-tuned) [9] 56.55
Binary Assisted [17] 61.31
LiteEmote [18] 61.67
Supplementary-feature amplification (β=0) 67.41
Differential convex-combination (α=0.75) 67.75

romance to create excitement and trash, filth, and diseases
to create disgust. However, we did not include the emotion
anger because it is hard to locate images that elicit anger.
We omitted awe and amusement as image visuals overlap
with contentment and excitement. To test our final model, we
gathered 2146 images based on the remaining categories in
this manner. Details of all the datasets are given in Table I.

B. Implementation Details

The primary dataset used in our work is split into 85%
for training and 15% for testing while preserving this ratio
for each emotion class present in the dataset. ResNet101
and DenseNet201 are chosen for Diff-CNN1 and Diff-CNN2,
respectively and ResNet101 is used as supplementary-CNN.
A 224x224x3 pixel image is passed through the convolutional
layers. Images were rescaled by a factor of 1/255 and a batch
size of 64 was used for training and evaluation. Before passing
the input data to the convolutional layers, we preprocessed
it with CNN-specific preprocessors. The optimizer used was
SGD with a learning rate of 0.001 and categorical cross-
entropy as a loss function. All models were trained until
the accuracy of the test dataset increased while test loss fell
drastically and then increased marginally towards the end.

C. Baselines

We contrasted our model against both handcrafted and deep
learning approaches. The handcrafted methods (mentioned in
Table III) extracted low-level features like HOG and mid-
level features like SentiBank from images and performed
predictions on emotions. In handcrafted methods we compared
with SIFT [16], HOG [12] and SentiBank [14]. For deep
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0.8 0.01 0.03 0.07 0 0.08 0 0.01

0.04 0.33 0.03 0.14 0.06 0.08 0.09 0.23

0.08 0 0.68 0.14 0.01 0.04 0.01 0.03

0.04 0.02 0.09 0.66 0.02 0.06 0.01 0.1

0.04 0.03 0.02 0.12 0.68 0.03 0.03 0.07

0.2 0.05 0.03 0.08 0.01 0.61 0 0.02

0.07 0.07 0.02 0.11 0.08 0.1 0.3 0.26

0.02 0.05 0.03 0.18 0.02 0.03 0.04 0.64
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0.79 0.01 0.03 0.06 0.01 0.09 0 0.01

0.03 0.35 0.03 0.14 0.05 0.09 0.07 0.25

0.08 0.01 0.69 0.16 0 0.03 0 0.03

0.04 0.02 0.09 0.66 0.03 0.04 0.01 0.11

0.03 0.03 0.01 0.16 0.66 0.02 0.03 0.07

0.23 0.04 0.04 0.1 0 0.57 0.01 0.01

0.05 0.12 0.03 0.07 0.09 0.08 0.28 0.26

0.02 0.03 0.03 0.21 0.03 0.02 0.05 0.62
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0.81 0.01 0.03 0.05 0 0.08 0.01 0.01

0.05 0.35 0.02 0.08 0.08 0.09 0.09 0.25

0.07 0 0.72 0.12 0.01 0.03 0.01 0.03

0.05 0.02 0.08 0.69 0.02 0.05 0.01 0.08

0.02 0.06 0.01 0.12 0.71 0.01 0.03 0.04

0.18 0.03 0.04 0.08 0 0.65 0 0.01

0.05 0.11 0.04 0.09 0.11 0.07 0.34 0.21

0.02 0.04 0.03 0.18 0.03 0.01 0.06 0.64
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0.05 0.38 0.03 0.1 0.06 0.07 0.07 0.25

0.06 0 0.72 0.13 0.01 0.03 0.01 0.03

0.05 0.02 0.09 0.68 0.03 0.05 0.01 0.08

0.01 0.05 0.01 0.11 0.71 0.01 0.04 0.07

0.19 0.03 0.03 0.09 0 0.63 0 0.02

0.07 0.09 0.03 0.06 0.11 0.07 0.35 0.22

0.02 0.05 0.02 0.16 0.04 0.02 0.04 0.66

Fig. 2: Confusion matrices to evaluate performance on each emotion category of the Image Emotion dataset. The two confusion
matrices (from left) are for two Diff-CNN models trained individually. The third confusion matrix is for the best differential
convex-combination model (α=0.75) and the final is for the best (β=0) supplementary-feature amplification model. It can be
observed that emotion prediction is enhanced by the final models compared to differential CNNs for the exact same dataset.
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Fig. 3: Accuracy (vs) regularization parameter C of our two
best-performing final models on the Image Emotion dataset.

learning methods, we compared with DeepSentiBank [12],
which classifies emotions using adjective-noun pairs, a fine-
tuned Alexnet model [9] trained on the Image Emotion dataset,
the Binary Assisted Classification Network [17], which recog-
nizes emotions using a single CNN and binary classification
of emotions, and the LiteEmote model [18], which combines
object- and category-specific features with emotional features.

D. Results on the Image Emotion (IE) dataset

Experiments were carried out on the test dataset comprised
of 15% of the images from the Image Emotion dataset.
Diff-CNN1 and Diff-CNN2, trained individually on Image
Emotion dataset, scored 64.14% and 65.06%, respectively. Our
fine-tuned differential convex-combination model (α=0.75)
achieves the best accuracy of 67.75%. The differential convex
combination in Table II demonstrates how performance is
significantly impacted by the differential factor (α). Accuracy
increased from 65.06% to 66.28% for α = 1, which only
includes Diff-CNN1 with the supplementary-CNN. Accuracy

increased from 64.14% to 64.85% when α = 0, which only ap-
plies to Diff-CNN2 with the supplementary data. Furthermore,
accuracy increased to 66.62% when α = 0.5, denoting that
features from the differential-CNN system are given equal im-
portance. This proves that combining two different CNN char-
acteristics will mask any CNN features that are missing from
one CNN. The supplementary-feature amplification model’s
performance increased by 1.38% when β value increased by
25% from β=0.25 to β=0.5, demonstrating that amplification
of the image’s central object has a substantial impact on the
model’s performance. Performance was further improved by
fine-tuning the two aforementioned models with the SVM
classifier. Accuracy increased from 66.71% to 67.41% for
supplementary-feature amplification model with β=0 and from
66.80% to 67.75% for the differential convex-combination
model with α=0.75.

E. Effect of regularization parameter (C)

We also tested the effect of SVM classifier’s regulariza-
tion parameter C. Fig. 3 demonstrates how changes in the
parameter have a sudden impact on the fine-tuning of our
final two models. The two models, convex-combination with
α=0.75 and supplementary-feature amplification with β=0,
respectively had the best results for C=1.5.

F. Results on small-scale datasets

We also evaluated our models on publicly available small-
scale datasets. With α values of 0.25 and 0.5, our differential
convex-combination model performed best on AbstractPaint-
ings and EmotionROI datasets, respectively. Surprisingly, the
supplementary-feature amplification model had the best accu-
racy on Artphoto and our proposed dataset, compared to the
aforementioned model. On the Artphoto dataset, our model
outperformed LiteEmote model [18] by 2%. Despite having
lesser images, the model’s performance on our proposed
dataset, obtaining 71%, is unexpectedly better than on the
Image Emotion dataset.
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IV. CONCLUSION

In this study, we suggested a unique method for recognizing
emotions from images. Based on the idea that a single CNN
would not be able to extract all the important features from an
image that are required for emotion recognition, a dual-CNN
network is implemented in a differential module. Expermients
conducted by us proved our hypothesis. We also proposed the
convex combination of differential features and supplemen-
tary feature amplification using differential and amplification
factors for observing the effect of relative importance between
the differential features. Adding more CNNs to the differential
module without sacrificing computing intensity might result
in even better outcomes. Other emotion-dependent elements,
such as low-level or background features, can be investigated
further to enhance the detection of an image’s emotion.
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Abstract—Reaction Time (RT) is crucial for detecting cognitive
abilities in sports and clinical applications. RT Measurements
can be used to evaluate the performance and sensory-motor
integration of individuals. It determines a person’s attentiveness
because RT indicates how rapidly an individual reacts toward a
stimulus. A novel experimental setup called Automatic Reaction
Time Tester (ARTT) system is proposed in this study to measure
the RT using Audio Stimulus (AS), Visual Stimulus (VS), and
Muscular Reaction Time (MRT). The ARTT system helps in
reducing human intervention and time consumption. It improves
accuracy and makes it easier to test the RT in terms of AS, VS,
and MRT in a single system. In the sports field, coaches are able
to analyze the current condition of the players and modified their
training sessions accordingly, Moreover, the individual player
can also check their performance through self-diagnosis methods
for improving their performance. In the medical field, it assists
clinicians in determining a patient’s response to medication and
facilitates a speedy recovery through this RT test.

Index Terms—Reaction Time, Audio Stimulus (AS), Visual
Stimulus (VS), Muscular Reaction Time (MRT), Sports

I. INTRODUCTION

The human body reacts to many environmental actions
and there is a need to react to the actions immediately. So,
Reactions are essential to human life and the necessity to
measure the instantaneous response is referred to as Reaction
Time (RT). It is defined as the time elapsed between stimulus
and response. The various types of reaction times are Simple
Reaction Time (SRT), Recognition Reaction Time (RRT),
and Choice Reaction Time (CRT). SRT is the minimal time
needed to respond to a stimulus. RRT is the time duration
of a specific stimulus and response including the presence of
multiple false stimuli.CRT means a person requires time to
distinguish between two or more stimuli and there may be a
requirement to select one or more responses. RT can be tested
in a non-invasive way. It is used to evaluate the functionality
of both peripheral and central nervous system structures.
The two categories of RT are Visual Stimulus (VS) and
Auditory Stimulus (AS). RT is one of the methods to find
how efficiently the central nervous system is able to process

information. RT is applied for analyzing color blindness, the
coordination between body and mind for paralyzed patients,
performing fitness tests for sports individuals’ and hearing
tests for analyzing the intensity of deafness. [1]

II. RELATED STUDY

Humans are able to perceive the conditions in the outside en-
vironment and react accordingly with the help of their sensory
nervous systems and infer sensory information. RT is reliable,
it indicates the frequencies at which sensory information is
processed and converted into motor actions. [2] Fig.1 shows
the biological representation of RT.

Fig. 1. Biological Representation of RT [3]

A broad literature survey was carried out to analyze the
significance of RT in sports. RT is crucial in the physical
fitness profile for evaluating the AS and VS of the indi-
viduals. This would be helpful for individuals to improve
their performance and evaluate their current condition in their
sports careers. [4] RT is an important aspect in indoor and
outdoor games, namely basketball, volleyball, football, cricket,
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athletes, table tennis, and gymnastics. Another study was
carried out to compare Visual Reaction Time (VRT) and Visual
Anticipation Time (VAT) between athletes and non-athletes
(n= 228). VAT is measured using a Bassin anticipation timer
and VRT is measured using a Lafayette reaction timer. Non-
athletes made more errors and were less consistent in both VAT
and VRT, whereas athletes made fewer errors and were more
consistent in VAT. Moreover, the survey indicated that gender
was not a barrier to participating in sports. [5] A study on
the Anticipation and Reaction Time (A&RT) test was carried
out for 11 volleyball players (VB) and sprinters (athletes). The
A&RT test consisted of a sensory and cognitive ability test that
measured the visual and auditory reaction time in eye-open
and eye-closed conditions for the players. The result showed
that time was identical between the groups. It was predicted
that athletes’ timing is better than VB players in AS, but the
opposite was true for A&RT. However, the authors concluded
that athletes do more sensory and cognitive actions with their
eyes open and closed in their respective sports events. [6] In
sports, field anticipation plays a vital role. The author analyzed
the VB players’ anticipation and RT towards the opponent
in various situations during the entire match. If the players
have good anticipation and RT, it would to lead the victory
for the team. Moreover, the study inferred that VB players’
anticipatory prowess can be forecasted by looking back on
past games and spotting a shifting pattern in the game situation
easily. [7]

An experimental analysis was done for Football players
(adults), who underwent 22- weeks training session. The indi-
viduals were tested by the pre- and post-training sessions with
a few parameters such as endurance, flexibility, coordination,
agility, and speed. In addition to that, VS and AS tests were
also taken by the experimental setup. In this test, once the
player completed a 22-week training session they were tested
for their present condition to analyze the important skill
abilities. The experimental setup contained lights and tones
such as blue, red, and yellow lights and 500, 1000, and 3000
Hz tones respectively. In VS when any one color comes into
the screen the person will immediately press the respective
color button. Similarly, for AS when any number is heard
from the surroundings, the concerned person will press the
number, and finally, the RT was calculated. [8], [9]

An extensive survey was carried out to analyze the impor-
tance of RT in individuals with health abnormalities. RT is a
combination of AS and VS recognition. In clinical uses, when
the same stimulus was given to the same person over and
again, it was useful to predict and learn about their current
condition. The analysis was made to measure the RT in a
simple and non-invasive way for autism patients (Adults). The
Visual Attention (VA) and VS test were conducted manually
on the adults. The final result showed that autistic adults had
weaker RT compared with healthy adults but, there was an
improvement in their behaviors as a response to the given
medication.[16].The analysis was carried out to measure the
RT for the adults, who were affected by Autism Spectrum
Disease (ASD). The RT test was conducted in terms of Simple

Reaction Time (SRT) or Choice Reaction Time (CRT). From
this analysis, the authors inferred that the ASD-affected adults
had a lot of cognitive and information-processing skills, but
SRT or CRT was not affected to a greater extent. [10] Several

Fig. 2. Measuring Instruments for RT [11], [12], [13], [14]

researchers have examined RT in patients with Parkinson’s
disease. The hunt for distinct patterns of slower RT in
Parkinson’s disease has yielded conflicting results. [15] The
author performed a study to measure RT for head-injured
victims using Ruler Drop Test (RDT) experimental setup.
This analysis proved that repeated RDT tests for the patients
showed improvements in their RT. [16] The detailed survey
carried out indicates that RT is predominantly utilized in the
medical and sports fields. Medical applications of RT include
evaluating the patient’s progress and determining if the patient
will respond appropriately to the given treatment. In the sports
field, RT is a great tool for coaches to evaluate the players’
performance. The player and the coach can get an awareness
of their present condition through the RT study. In the future,
it will also help the trainer to modify the workouts based on
this evaluation.

III. METHODS
The Ruler Drop Test (RDT) is one of the non-invasive

methods to measure RT. The RDT can be performed manually
using a timer or by applying the assessment variables in an
equation.

A. Manual Measurement of RDT

Everyone requires a small amount of time to react to every
incident in their life. For example, when watching a cricket
match in a stadium, if a player strikes the ball and it roll
towards the spectators’ gallery, a spectator attempts to catch
it. The time elapsed between the strike and catch of the ball is
referred to as RT. There are several ways to determine the RT.
The Ruler Drop Test (RDT) is a standard and reliable method
for testing. This can be completely accomplished manually
by hand. A time period can be calculated manually in two
different ways: by counting seconds directly or by applying
an equation. Fig.3 shows the manual measurement of RT.

B. Manual Measurement of RDT using equations

The terms and variables in the equations are defined which
include Maximum Value - K, Minimum Value - R, (Initial)
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Fig. 3. Manual Measurement of RT [17]

Velocity - V1, (End) Velocity - V2, Displacement - ω, Time
-t, Acceleration Average – S, Velocity Average –α. [18]

α =
1

2
(v1 + v2) (1)

ω =
1

2
(v1 + v2 + st)t (2)

ω = v1t+
1

2
st2 (3)

t =
√
2
ω

s
(4)

Calculatetheerror =
1

2
(K −R)2 (5)

(i.e) K is max value and R is min value.
Both RDT procedures discussed above were performed

manually, There were few limitations while implementing the
method. If the test was performed repeatedly for the same
person, it gave different values for every test, resulting in a
lack of accuracy with respective to time. Both methods need
manual intervention to carry out the task.To overcome these
limitations, a novel method called Automatic Reaction Time
Tester (ARTT) system is proposed in this study to measure RT.
Fig.4 shows the block diagram of ARTT system. This ARTT
system will be used to measure the AS, VS, and RDT tests
using a single system.

C. Automatic Reaction Time Tester system. (ARTT)

The proposed design is an automatic system for measuring
the RT. The block diagram comprises of the embedded board
with a timer, light for visual stimulus, and speaker for auditory
stimulus. Initially, the electromagnet is coupled with a steel
ruler. The instance at which the electromagnet opens up, the
ruler falls and the timer will be started automatically in the
embedded board. When the person catches the ruler, the time
will be stopped automatically. The time elapsed between the
fall and catch is obtained.

Fig. 4. ARTT system

D. Circuit Diagram of ARTT system

The AS, VS and MRT can be performed in a single ARTT
system as shown in figure 5. The initial condition is needed, to
fix the respective pins for input and output. The electromagnet
(12V, size 20 x 15mm) is coupled with a steel ruler and the
led bulbs, switches, speaker, force sensor (thickness 0.203mm,
length-56.9mm, diameter-25.4mm), 5V Relay module (operat-
ing time 10 msec), and LCD display (16X2) are fixed in AT
Mega board (2560). This circuit will perform AS, VS and
MRT tests using a single system. When VS test is performed
in the system, the circuit is in open condition initially. Once
the switch is on in the circuit, a particular color LED will glow
and the user will press the respective color switch immediately
and RT time will be displayed on the LCD.

Fig. 5. ARTT circuit diagram

In VS, when the LED color is seen, the user will press the
respective switch immediately. In AS, when the name of the
color sound is heard, the user will press the respective color
switch and the RT is displayed on the LCD. In addition to this,
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the ARTT system will perform the MRT for the individuals to
measure the RT. In this case, the circuit is in off condition the
system holds the ruler using an electromagnet. Once the circuit
is switched on, the electromagnet will drop the ruler within 3
to 8 milliseconds. When the ruler is caught by the sensor glove
the RT will be displayed on the LCD immediately. Moreover,
if the force is not applied properly to the sensor, the loop will
run infinitely inside the system.

IV. RESULTS AND DISCUSSION

The simulation was done through the Porteus software.
Fig.5 shows the result of ARTT simulation. It consists of the

Fig. 6. Simulation of ARTT system

relay module of 5V, Arduino ATMega 2560, electromagnet
DC 12V, five push buttons, speaker, four LEDs, and a 10K
resistor in the design in order to construct the entire system
and compute the RT in terms of VS and AS using a single
system.

Fig. 7. Measurement of MRT in ARTT system

Fig.6 shows the experimental setup to perform the MRT. In
this system, initially the circuit is in closed condition and the

electromagnet will hold the object. When the circuit is on, the
object will be dropped and it will be caught by the person
with force sensor glove. RT will be immediately displayed on
the LCD.

Fig. 8. Measurement of VS and AS in ARTT system

Fig 7, shows the experimental setup to perform AS and VS.
In Fig 8, a battery is used for supplying the input circuitry.
All the switches and LEDs are connected to Arduino AT
Mega 2560 board. When the specific stimulus is received, the
individual responds to the stimulus and RT can be measured
and displayed on the LCD.

Table.2 shows the outcome of the RT analysis for various
fields. Manual and instrument-based measurements are used
for testing RT in terms of AS and VS. [4], [5], [19], [15]
But the present work performed by the authors will measure
the RT in terms of AS and VS using a single system.
The accuracy and time taken for performing the experiment
has also significantly improved. The previous works have
measured only the AS, VS, and MRT by manual setup for
sports and clinical applications. [8], [16] All three tests were
not performed in a single system. The proposed work by the
authors is to measure the AS, VS, and MRT using a single
system.
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V. CONCLUSION

RT plays a vital role to sense the cognitive abilities. Various
methods are attempted for calculating the RT manually. In
this study an experimental setup is used to measure AS, VS
and MRT to analyze RT. The novel setup reduces the human
intervention, and time consumption. It provides improved
accuracy and facilitates the testing of Visual Stimulus and
Auditory Stimulus response in addition to Muscular Reaction
Time in a single system. This system will be helpful for sports
coaches to analyze the current condition of the players and give
appropriate training. It will enable players to perform self-
diagnosis and modify their training in order to improve their
performance in tournaments. It supports physicians to under-
stand the response of medication for the patients undergoing
treatments and enables quick recovery.
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Abstract—Brain-Computer Interface (BCI) technologies em-
ploying electroencephalography (EEG) signals heavily depend on
effective and accurate signal classification strategies. Researchers
have extensively developed various machine learning (ML) algo-
rithms. However, very little has been done to improve the user’s
ability to elicit better brain patterns easily distinguishable across
different stimuli. This paper proposes four feedback mechanisms
through which the user trains himself for a motor imagery
(MI) task via active feedback. The feedback strategies involve t-
Distributed Stochastic Neighbor Embedding (t-SNE)-transformed
Riemannian covariance matrices, mean correlations between C3
and C4 channels, tangent space transformed mean correlations
between C3 and C4 channels and the power spectral density
difference between C3 and C4 channels. Using a standard SVM
classifier, the subjects showed significant improvement in MI
accuracy post the training session. An increase in accuracy of
more than 9% is achieved for two feedback mechanisms on an in-
house dataset of 24 subjects indicating the effectiveness of proper
feedback for eliciting better MI ability from users.

Index Terms—Electroencephalogram (EEG), Brain-Computer
Interfaces (BCI), Motor Imagery (MI), user feedback, Rieman-
nian manifold

I. INTRODUCTION

Brain-computer interfaces (BCIs), also known as neural
interfaces, allow for direct brain-to-external device connection
[1]–[3]. Electroencephalography (EEG) based non-invasive
BCIs [4], [5] have shown promise for a variety of uses [3],
including rehabilitation [6]. Assistive technologies (such as
communication or smart wheelchair control) [7]–[9]. Mental
rotation, mental calculation [10], or motor imagery [11]–[13]
are some of the tasks performed in order to control BCIs. We
shall refer to BCIs that are motor imagery (MI) based in this
article. In MI-based BCIs, users are encouraged to visualize
the limb movements rather than performing them [14].

Although promising, MI-BCIs need to be more trustworthy
to be employed outside laboratories in practical applications.
Significant error rates are associated with decoding users’
mental commands [15], [16]. Furthermore, it is predicted that

10 to 30 percent of BCI users would be unable to use current
MI-BCI apps (based on studies mostly carried out on healthy
naive subjects using the currently accepted training protocols)
[16]–[19]. The initial literature frequently referred to these un-
satisfactory interactions as BCI insufficiency or BCI inefficacy
[16], [20]–[22] however doing so implies incorrectly that users
are to blame for the issue [23]. As a result, decoder/classifier
techniques [24]–[26] rely on user data gathered beforehand
and during the training for co-adaptive MI-BCIs [27]–[30]
have found widespread use. The overwhelming research for
better classification is almost saturated at a certain decoder
accuracy.

The significance of user training, which aims to aid users
in developing or enhancing their control over BCI, may have
been dominated by immense studies devoted to decoding BCI
instructions from EEG data. The effectiveness of MI-BCIs
intrinsically relies on the users’ capacity to effectively convert
mental commands into neural impulses. In other words, it
depends on the users’ ability to create individual EEG patterns
for each type of mental command and stable patterns for
the same orders every time they want to give them. If the
user is unable to provide different EEG signals, no machine
learning algorithm will be able to do so. While the need for
entirely stable patterns may be replaced by future decrypting
algorithms, stability appears necessary for existing systems
to effectively decode mental commands. It is necessary to
understand the neurophysiological mechanisms behind this
capacity to effectively encode mental directives using MIs
and create consistent, recognizable EEG patterns, which is
necessary for improving user training and, in turn, MT-BCI
dependability.

Research is crucial for areas involving MI-BCI user training
to comprehend the amount to which MI-BCI

users may get to know when and how to modify their MI
approach in order to improve the system’s ability to recognize
their mental commands.
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Figure 1: 1(a): Overall pipeline of the proposed method. 1(b): Timeline of single motor imagery (MI) trial. Here, the stimulus
is the instruction to imagine the left/right hand.

In the user-training approaches, initially, researchers focused
on acclimatizing users to a fixed system [5], [20], [31], [32]
of trial-and-error operand conditioning strategy [33]. However,
they might not be enough to make MI-BCIs useful in real-
world applications. Users can be informed about the MT that
the BCI has identified by either continuous visual feedback
or discrete tactile input [34], [35]. A review of feedback
mechanisms is given in Table I. One of the standard MI-
BCI feedback methods comprises a swiftly increasing bar
or moving cursor that demonstrates how confidently and
precisely the system recognizes the task performed by the
learner. Feedback provided to MI-BCI users during training
is normally based on the output of the BCI classifier, which
typically measures the odds of the current trial corresponding
to a particular MI class [36], [37]. However, the concept of
classifier output is unfamiliar to the majority of MT-BCI users.
For the learner who must comprehend and evaluate feedback,
it does not stand for anything tangible. Users may therefore
find it challenging to comprehend the feedback and apply it
in order to make required behavioral changes. In this paper,
we handle the limitations of classifier reliability by proposing
four novel MI-feedback approaches based on Riemannian
Covariance features, their tangent space projections, and power

Table I: A review of various feedback approaches for EEG
signal capture in motor imagery settings.

Reference Feedback Mechanism
C. Zich et al.
[38]

Two-dimensional feedback that included data on contra
vs. ipsilateral activity and contra lateral activity during
rest vs. during mental visualization

F. Cincotti et
al. [34]

Vibro-tactile feedback (such as vibration on hand)

John et al.
[33]

trial-and-error operand conditioning strategy

Pillette L et
al. [39]

Users were given emotional feedback in between ex-
periments via treatments that included both spoken
statements and visible facial expressions.

Wolpaw J R et
al. [5]

Visual feedback in the form of a rapidly increasing
bar or moving cursor that shows how accurately and
confidently the system identifies the task carried out by
the learner

spectrum density-based features. The overall pipeline is shown
in Fig. 1. The paper is organized as follows: Section II gives a
description of the proposed methodology, Section III discusses
the results, with Section IV concludes the paper.

II. METHODOLOGY

In this section, we describe the proposed feedback method-
ologies. EEG data is recorded while a subject performs left
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Figure 2: The Reimanninan covariance matrices of MI trials,
which are flattened and transformed to two dimensions using
t-SNE (TRCs), are plotted in the above figures. Left Figure:
Trials for S1 (Pre-training) and left and right MI are randomly
distributed. Right Figure: Trials for S3(Post-training), left and
right MI are clustered distinctly.

and right MI tasks as per the instruction of the experimenter.
An EEG signal is a time-series signal, which is represented
by a matrix C of size (n channels×n timesamples). Each
MI task took a duration of 6 seconds.

A. Feedback approaches

1) T-SNE transformed Riemannian-covariance matrices
(TRC): In this method, the user was given visual feedback
through a point plot where each point is a 2-D T-SNE
transformed Riemannian covariance matrix [40]. Each EEG
trial of 6 seconds is split into six one-second epochs. Epochs
corresponding to right and left imaginations were marked
differently in the plot, as shown in Fig. 2.

The normalised Riemannian covariance matrix M ∈ Rc × c

is defined as the following:

M =
C ∗ CT

trace(C ∗ CT )
(1)

Where C ∈ Rc × T is the EEG epoch matrix, where c is
the number of EEG channels and T is the number of time
samples. The details of the EEG system and channels used
are provided in the next section. These matrices fall within the
smooth Riemannian manifold on account of being Symmetric
Positive Definite (SPD) matrices. The manifold dimension will
be c(c+1)/2. These matrices are flattened to column vectors
and then transformed into two dimensions using t-SNE. The 2-
dimensional points are plotted and shown on the display screen
with different markers corresponding to different imagery to
the user. The user is instructed to devise his own mental
strategies in a way that the left and right markers get clustered
separately.

2) Mean Covariance Space (MCS): In this method, the user
was given visual feedback through a Venn diagram, as shown
in Fig. 3, consisting of two circles, one for left imagery and
the other for right imagery. Each circle for the corresponding
imagery has a moving average correlation of channels C3 and
C4 as the center and the moving standard deviation of these
channels as the radius.

µ =
1

n

N∑
i=i

xi , σ =

√√√√ 1

N − 1

N∑
i=1

(xi − µ)2 (2)

Figure 3: Venn-Diagrams representing the mean of correlation
of channels as the center and standard deviation of correlation
of channels as the radius (MCS) for left and right MI. Left
Figure: Trials for S1 (Pre-training), left and right MI circles are
almost overlapping; right Figure: Trials for S3 (Post-training),
left and right MI circles are more distinct.

(a)

(b)

Figure 4: Venn-Diagrams representing the mean of LDA
filtered Tangent space transformed Covariance Space cor-
relations of channels (MLTCS) as the center and standard
deviation as radius for left and right MI. Fig (a): Trials for
S1 (Pre-training), left and right MI circles are less distinct.
Fig (b): Trials for S3 (Post-training), left and right MI circles
are more distinct.

Where µ is the mean of correlation, σ is the standard
deviation of correlation, N is the number of trials, i is the
correlation which is nothing but the lower triangular value of
normalized Riemannian covariance matrix M ∈ R2 × 2 which
is defined as in equation 1.

3) Mean LDA filtered Tangent space transformed Covari-
ance Space (MLTCS): The Riemannian manifold is not a
space where traditional machine learning algorithms can be
applied. Through the use of linearization, the Riemannian
manifold is mapped to the tangent space. For Pn, any point
P in the tangent space is homogenous to the set of n × n
symmetric matrices Pn. The mathematical details can be seen
in [4]. For Euclidean tangent space, we may classify data using
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Figure 5: Power spectrum density graphs for left and right MI
over C3 and C4 channels for a subject in Group 4.

any traditional ML method. Using the Linear Discriminant
Analysis (LDA) criterion [41], we compute the various di-
rectional vectors after projecting data into the tangent space.
This is an eigenvector decomposition maximizing the ratio
of the between-class scatter matrix to the within-class scat-
ter matrix. These LDA-weighted tangent space transformed
features will provide a more distinguishing moving average
and moving standard deviation through which a better venn
diagram (given as visual feedback) will be obtained as shown
in Fig.4, in turn reducing the user training load.

4) Power spectral density difference (PSDD): In this
paradigm, users are given visual feedback in the form of
line plots for both left and right imagery. Initially, we plotted
PSDD [42] for channels C3 (corresponding to right imagery)
and C4 (corresponding to left imagery) and marked their
plots with blue and orange colors, respectively. Then for each
corresponding imagery, we subtract the average PSDD plot
obtained after n number of trials of the respective channel from
that of the other. If the line plot obtained for the left imagery
has a major segment as orange, then the user’s performance
is good and vice versa, while for the right imagery major
segment will be blue for good user performance.

The motor imagery activity is prominent in the frequency
range of 8-13 Hz, so considering a margin, we have plotted
PSDD in the range of 5-15 Hz as shown in Fig. 5

III. RESULTS AND DISCUSSION

In this section, we will discuss the results achieved by the
proposed feedback mechanisms to the MI user.

A. Participants

Twenty-four healthy subjects aged 19–30 (20 male, four
female) were divided into four groups, G1, G2, G3, and G4,
which consisted of 6 members containing, including five males
and one female each. These four groups would receive four
different feedback mechanisms. None of them has experience
using MI-based BCIs. Before the trial started, each participant
read and signed a consent form.

B. Experimental Design

Participants were made to sit comfortably on a chair during
the MI tasks for both groups. The screen displays a single cross

in the middle as an attention-grabbing symbol for 3s, following
which an arrow appears to indicate the hand (left/right) to
which the subjects had to imagine clenching their wrist.
Subjects were asked to visualize a hand gesture for 6 seconds
while seeing a blank screen. The Timeline of each trial is
shown in Fig. 1b.

There were three sessions, each consisting of 20 left and
20 right trials. In session 1, we recorded baseline MI data
without letting the subjects practice. In session 2, each group
was made to practice with their respective feedback approach.
In session 3, the participants performed the MI task without
feedback.

Throughout the MI sessions, EEG recordings were collected
with an OpenBCI Electrode Cap (10–20 electrode position
system), which allows up to 19 channels of EEG data to be
obtained using wet electrodes. The Electrode Cap was paired
with the OpenBCI CytonDaisy 16-channel Biosensing Board.
The sampling rate was 250 Hz with contact impedance below
five kΩ and the extracephalic reference electrode placed on the
mastoid. The MI epoch was selected at time 0 from the on-
screen appearance of a black screen after the stimulus arrow
was shown. The epoch lasted for 6 seconds. The signals were
band-pass filtered between 8 to 30 Hz. Artifact rejection was
done. Baseline subtraction was performed.

The experimental sessions were carried out in a sound-
proof room. The dataset consisted of 3 sessions(S1-S3) for
24 participants, which were grouped into four groups. Each
session consisted of 20 left and 20 right trials. Each trial
lasted for 6 seconds, which resulted in 1500 samples per trial.
When considering two channels C3 and C4, the resultant data
matrix is of size (40,2,1500), i.e. (trials, channels, samples)
per session. The Riemannian covariance matrices thus shape
to be (40,2,2). Only the lower triangular element is considered
a feature that denotes the correlation of C3 and C4 channels.
Therefore, we have 40 data points per session. Support vector
machines(SVMs) are used to classify the trials of every session
for every subject.

The classification accuracies for the pre-training session
(S1) and post-training session (S3) are reported in Table II. A
definite improvement was seen in all the subjects in all four
groups from pre to post-training. Even if one may argue that
the accuracies must be improved on account of practice in the
first two sessions, the effect of different feedback mechanisms
can be justified by observing the fact that there is different
improvement in accuracies using them. G1, which used the
TRC feedback mechanism, showed a mean improvement of
2.3 % in classification accuracy, while G2, which used MCS,
showed 5.1 %, G3, which used MLTCS, showed 9.1 %, and
G4, which used PSDD, showed 9.2 % mean improvement. The
minor improvements in G1 and G2 can be attributed to the fact
that TRC and MCS mechanisms employed raw eeg signals
without any feature extraction and classification, whereas
MLTCS employed the LDA classification technique, which
provided better feedback leading to a major improvement in
accuracy. PSDD employed power spectrum feature extraction
and showed considerable improvement. On performing the t-
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Figure 6: Mean and SD of improvement in Classification
Accuracies from pre to post-training for all the four groups
(in %).

test for statistical significance, we found that accuracy im-
provements by TRC and MCS were not statistically significant,
but MLTCS and PSDD were significant, with a p-value of
0.001. Statistically significant accuracies were made bold in
Table II. Other metrics such as mean Precision, Recall, and
F-score are reported for all the groups in Table III. The
mean improvement in accuracies is plotted along with standard
deviation as error bars in Fig. 6

Table II: Mean Classification Accuracies (in %).

G1 G2 G3 G4
S1 S3 S1 S3 S1 S3 S1 S3

P1 63.2 65.2 84.6 91.4 67.3 76.3 65.5 74.1
P2 61.5 62.9 76.2 80.3 77.9 86.3 82.7 91.1
P3 75.6 78.3 75.5 81.2 83.5 90.7 63.7 71.7
P4 65.8 69.5 82.4 87.3 73.7 84.3 71.6 81.1
P5 67.4 68.9 63.0 66.3 81.8 91.7 81.4 91.9
P6 82.3 85.9 63.6 69.8 69.8 79.1 83.3 93.2

Table III: Mean Precision, Recall and F-score of subjects in
pre-training session(S1) and post-training session(S3) for all
the four groups.

G1 G2 G3 G4
Metric Left Right Left Right Left Right Left Right

S1 Precision 0.75 0.64 0.73 0.73 0.78 0.69 0.77 0.71
Recall 0.55 0.82 0.73 0.73 0.64 0.82 0.66 0.78
F-score 0.63 0.72 0.73 0.73 0.70 0.75 0.71 0.74

S3 Precision 0.70 0.67 0.80 0.75 0.89 0.77 0.73 1.00
Recall 0.64 0.73 0.73 0.82 0.73 0.91 1.00 0.71
F-score 0.67 0.70 0.76 0.78 0.80 0.83 0.84 0.83

IV. CONCLUSION

The current study aimed to examine the impact of various
feedback mechanisms on a subject’s motor imagery (MI)
performance. Researchers focus on improved ML algorithms
for better MI classification, but rather we have focussed on
the ways to improve a subject’s MI ability to produce dis-
criminative brain patterns. We developed four different novel
feedback mechanisms involving t-SNE transformed Reiman-
nian covariance matrices (TRC), channel correlations (MCS),

tangent space transformed channel correlations (TMCS), and
power spectral density difference (PSDD). Overall classifica-
tion results suggested that there is a consistent increase in
the classification accuracies for all four methods, while it
is significant for TMCS and PSDD methods on account of
some preliminary feature engineering used in these methods.
These findings suggest that brief guided feedback-based MI
practice has the potential to improve a subject’s performance
significantly without the need for advanced machine learning
classifiers.

Our future studies will focus on enhancing BCI performance
by feedback mechanisms for paradigms other than MI, such
as P300 [43] and SSVEP [43].
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P. Jylänki, D. Mattia, F. Babiloni, G. Vanacker, M. Nuttin et al., “Vibro-
tactile feedback for brain-computer interface operation,” Computational
intelligence and neuroscience, vol. 2007, 2007.

[35] C. Jeunet, C. Vi, D. Spelmezan, B. N’Kaoua, F. Lotte, and S. Subra-
manian, “Continuous tactile feedback for motor-imagery based brain-
computer interaction in a multitasking context,” in IFIP Conference on
Human-Computer Interaction. Springer, 2015, pp. 488–505.

[36] C. Jeunet, F. Lotte, and B. n’Kaoua, “Human learning for brain–
computer interfaces,” Brain–Computer Interfaces 1: Foundations and
Methods, pp. 233–250, 2016.

[37] F. Lotte and C. Jeunet, “Defining and quantifying users’ mental imagery-
based bci skills: a first step,” Journal of neural engineering, vol. 15,
no. 4, p. 046030, 2018.

[38] C. Zich, S. Debener, M. De Vos, S. Frerichs, S. Maurer, and
C. Kranczioch, “Lateralization patterns of covert but not overt move-

ments change with age: an eeg neurofeedback study,” Neuroimage, vol.
116, pp. 80–91, 2015.

[39] L. Pillette, C. Jeunet, B. Mansencal, R. N’kambou, B. N’Kaoua, and
F. Lotte, “A physical learning companion for mental-imagery bci user
training,” International Journal of Human-Computer Studies, vol. 136,
p. 102380, 2020.

[40] L. Van der Maaten and G. Hinton, “Visualizing data using t-sne.” Journal
of machine learning research, vol. 9, no. 11, 2008.

[41] A. Barachant, S. Bonnet, M. Congedo, and C. Jutten, “Riemannian
geometry applied to bci classification.” Lva/Ica, vol. 10, pp. 629–636,
2010.

[42] J. Dempster, The laboratory computer: a practical guide for physiolo-
gists and neuroscientists. Academic Press, 2001.

[43] R. Fazel-Rezai, S. Amiri, A. Rabbi, and L. Azinfar, “A review of p300,
ssvep, and hybrid p300/ssvep brain-computer interface systems,” 2013.

Ninth International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, March 16 - 17 2023

ISBN Number : 979-8-3503-3816-4 165



Statistical and Deep Convolutional Feature Fusion

for Emotion Detection from Audio Signal

Durgesh Ameta
IKSMHA Center

Indian Institute of Technology Mandi

Mandi, India

D22117@students.iitmandi.ac.in

Vinay Gupta

Department of Electrical Engineering

Indian Institute of Technology Kanpur

Kanpur, India

gupta@iitk.ac.in

Rohit Pilakkottil Sathian

Department of Software Engineering

Delhi Technological University,

Delhi, India

rohitpilakkottilsathian@gmail.com

Laxmidhar Behera

Director, Senior Member, IEEE

Indian Institute of Technology Mandi

Mandi, India

director@iitmandi.ac.in

Tushar Sandhan

Department of Electrical Engineering

Indian Institute of Technology Kanpur

Kanpur, India

sandhan@iitk.ac.in

Abstract—Speech serves as a crucial mode of expression for
individuals to articulate their thoughts and can offer valuable
insight into their emotional state. Various research has been
conducted to identify metrics that can be used to determine
the emotional sentiment hidden in an audio signal. This paper
presents an exploratory analysis of various audio features, includ-
ing Chroma features, MFCCs, Spectral features, and flattened
spectrogram features (obtained using VGG-19 convolutional
neural network) for sentiment analysis in the audio signals. This
study evaluates the effectiveness of combining various audio fea-
tures in determining emotional states expressed in a speech using
the Ryerson Audio-Visual Database of Emotional Speech and
Song (RAVDESS). Baseline techniques such as Random Forest,
Multi-Layer Perceptron (MLP), Logistic Regression, XgBoost,
and Support Vector Machine (SVM) are used to compare the
performance of the features. The results obtained from the study
provide insight into the potential of utilizing these audio features
to determine emotional states expressed in speech.

Index Terms—Audio Emotion Classification (AEP), Multi-
Layer Perceptron (MLP), Mel Frequency Cepstral Coefficient
(MFCC), Visual Geometry Group19 (VGG19), Convolutional
Neural Network(CNN)

I. INTRODUCTION

Emotions are key components of human communication and

are expressed in a variety of ways across several modalities,

including speech, biosignals, and text. From a specific field

to a crucial element of Human-Computer Interaction (HCI),

significant developments have been made in recognizing emo-

tions expressed in speech [1]. As an alternative to using

conventional devices as a means of comprehending spoken

information and enable human listeners to react, it aims to

provide natural connection with machines through direct voice

interaction [2]. Spoken language dialogue systems, such as

those utilized in call centre discussions, onboard car driving

systems, and use of vocal emotion patterns in medical appli-

cations are a few examples of typical applications [3]

Audio File Statistical Features

FUSION

Calm    Happy     Sad     Angry     Fearful     Surprise     Disgust

Predicted Emotions

VGG-19

Fig. 1. Flow chart describing the overview of the framework. Features are
extracted with two different approaches and then combined to produce an
enhanced representation for analyzing emotional state hidden in the speech.

It is a unique assignment to ascertain a person’s emotional

state, and it can serve as a benchmark for any emotion

identification software [4]. Among the many models used, a

discrete emotional approach is considered to be one of the

fundamental models used for classifying various emotions. It

makes use of a variety of emotions, including grief, boredom,

rage, surprise, contempt, and disgust [5]. Another significant

model utilized was a continuous three-dimensional space,

which incorporated characteristics for arousal, valence, and

potency [6].

Researchers have established a few efficient Audio Emotion

Prediction (AEP) techniques using digital audio speech sig-

nals [5]. These techniques typically involve two stages: feature

extraction and feature classification.

In the initial stage, either several features are extracted

from the spectrogram [7] using deep learning approaches (like

CNN), or the hand-crafted features (like frequency bands [8],

chroma soft [9], MFCCs [10], spectral centroid [11]) are
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extracted from the Librosa library.

The second stage involves the classification of features using

linear or non-linear classifiers. The most commonly employed

linear classifiers for emotion recognition are Multi-Layer Per-

ceptron (MLP), Bayesian Networks (BN) and Support Vector

Machine (SVM). The speech signal is typically regarded as

non-stationary. From previous researches conducted, it is also

believed that non-linear classifiers, such as the Hidden Markov

Model (HMM) and Gaussian Mixture Model (GMM), perform

well for AEP [12].

To the author’s best knowledge, none of the studies have

combined features from the spectrogram and librosa for AEP.

In this study, we concatenated both sets of features and

observed that simple concatenation of multi-domain features

lead to better accuracy.

The paper’s layout is as follows: After the introduction, Sec-

tion II lists related works. Section III covers the Methodology,

Section IV covers the Experimental Setup, Section V covers

the Results, and Section VI covers the Conclusion.

II. RELATED WORK

AEP tasks are handled by various approaches in the

literature, which can be classified broadly into two categories

namely,

1) Hand-Crafted Feature-Based Audio Emotion Prediction

(AEP): In this approach, before recognition of emotion, spec-

tral and prosodic features from raw audio data are extracted.

Few of these important features are pitch, formants, and

energy , as well as the linear prediction cepstrum coefficient

(LPCC), Mel energy spectrum dynamic coefficient (MEDC),

Mel frequency cepstrum coefficients (MFCCs), and perceptual

linear Prediction cepstrum coefficient (PLP) [10], [16]. For

the extracted features, the proposed classifiers include Hidden

Markov Models (HMM), Bayesian Networks (BN), K-nearest

Neighbors (KNN), SVM, GMM or Artificial Neural Networks

(ANN) [13]- [15]. According to Dave et al [16], among several

speech emotion features, the performance of AEP trained with

MFCCs is superior to that of other low-level features like

formant, linear productivity code (LPC), loudness, etc. On

the Berlin Database of Emotional Speech [18], Yixiong Pan

utilised SVM for three classes of emotion classification and

reported 95.1 percent accuracy [17].

2) Convolutional Neural Network (CNN)-Based AEP: In

contrast to these conventional methods, numerous novel pa-

pers have lately been published, reporting promising outcomes

using Deep Neural Networks in their experiments. George

et al., classified the REmote COLlaborative and Affective

(RECOLA) natural emotion database, by providing a method

for spontaneous AEP based on CNN and LSTM [20]. In order

to determine the speaker’s emotions, the author utilised two

CNN layers to extract the discriminative feature from the

entire utterance. They then fed this information to two LSTM

layers for sequence learning. On the CASIA Chinese dataset,

Lian et al. [21] employed the DBN model to learn features

and extract hidden information from speech, and utilized

the SVM classifier to predict emotions. In the literature, for

extracting discriminative features from audio signals, several

techniques have been described using the CNN model for AEP

with various forms of input [5]. Deep learning AEP methods

enhanced the recognition ratio for real-time spontaneous AEP

utilising a variety of voice datasets, such as RAVDESS [22],

IEMOCAP [27], SAVEE [28] etc.

III. METHODOLOGY

This section describes the proposed methodology for AEP.

We explain the feature extraction and classification techniques

employed. Statistical or the spectral features and spectrogram

or CNN features are explained. The proposed concatenation

of these features is also detailed here.

A. Feature Extraction

1) Statistical features: An audio signal is denoted as y and

it is sampled at the frequency of sampling rate (sr=22050 Hz).

Fig. 2 shows a waveform plot of a three-second audio clip of

happy sound.

The feature set included the mean and variance computed

for the following list of spectral features.

• Chroma STFT (short-time Fourier transform): This fea-

ture mainly represents a variation of STFT which is

used for the extraction of harmonic information from

audio signals [5]. S(n)=Speech Signal, segmented into M

samples using a hop size of L samples where w represents

discrete-time window of length N. The resulting STFT

represent:

Yk,l =

N−1
∑

n=1

S(lL+ n)w(n)e−jΩkn (1)

with segment index l, frequency index k, and the normal-

ized angular frequencies Ωk = 2πk
N

.

• Chroma CQT (constant-Q transform): This feature set is

used for the representation of the audio waveform so that

it encodes the pitch content of the signal. Pitch content

contains important information about genders, speakers,

speaking styles, and content of the audio [28]. Chroma

CQT is extracted by taking a logarithmically spaced set of

frequency band [8]. Fig. 3 shows graphical representation

of Chroma CQT extracted from the audio signal y.

Fig. 2. An image depicting the waveform of a three-second audio
clip featuring the emotion of happiness, denoted as y.
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Fig. 3. Graphical Representation of Chroma CQT which
was taken from the audio signal y.

• Chroma CENS (Chroma Energy Normalization

Statistics): In this implementation of the Chroma feature

space, the energy in each dimension is normalised by

dividing the same with the sum of the energies [9]. The

short-term energy is computed according to the equation

E(i) =

WL
∑

n=1

|xi(n)|
2 (2)

where xi(n), n = 1, ...,W L represents the sequence of

audio samples of the ith frame and W L represents the

length of the frame.

The normalized energy is given by:

EN(i) =
1

WL

E(i) (3)

• MFCCs (Mel Frequency Cepstral Coefficients): This is

a set of coefficients which is derived by first performing

Fourier transform on the audio signal, given by:

Si(k) =

N
∑

n=1

Si(n)h(n)e
−j2πkn

N (4)

where S(n) denotes time domain signal, n and i is the

range over the no. of samples and frames respectively,

h(n) is hamming window and N is the length of DFT.

The power spectral estimate for the audio frame si(n)
based on the periodogram is given by:

P i(k) =
1

N
|Si(k)|

2 (5)

The resultant spectrum obtained is then mapped to the

“mel-scale” (a nonlinear frequency scale that is based on

the human’s auditory system’s response to sound), then

the logarithm of the power is determined and finally to

decorrelate the coefficients a discrete cosine transform

is applied. A total of 13 MFCCs were used in this

experiment [10]. Fig. 4 shows complete pipeline for

obtaining MFCCs. Fig. 5 shows MFCCs plot of audio

signal y.

Windowing

Inverse 

DFT

Mel Frequency 

Warping

Discrete 

Fourier 

Transformer

Log

Continues

Speech

Windowing 

Frames

Magnitude

Spectrum

Mel

Spectrum

Mel

Cepstrum

Fig. 4. Complete pipeline for obtaining MFCCs [10]

Fig. 5. MFCCs plot of audio signal y of happy sound.

• Harmonic and percussive components: harmonic features

refer to the tonal elements of the signal and percussive

components refer to the transient elements of the sig-

nal [11].

• Tonnetz:This feature is based on projecting the Chroma

features onto a 6D basis to show the 2D representation of

the perfect fifth, the minor third, and the major third [25].

Fig.6 shows the graphical representaion of Tonnetz for

happy sound.

Fig. 6. Graphical representation of Tonnetz of audio signal y
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• ZCR (zero crossing rate): a count of the instances where

a signal’s sign flips from positive to negative or vice

versa [5]. Fig.7 shows the number of zero crossings of

waveform

• RMS: This feature is used to measure the power/ magni-

tude of a signal [5].

RMS =

√

√

√

√

N
∑

n=1

x2(n) (6)

where x(n) represents value of nth frame.

• Spectral Centroid: This feature indicates the frequency

at which the spectral energy is concentrated [8]. Spectral

centroid, Ci of the ith audio frame is calculated as:

C i =

∑WfL
k=1 kX i(k)

∑WfL
k=1 X i(k)

(7)

where WfL represents the number of coefficients that

are used in the computations and X i(k) represents the

magnitude of the DFT coefficients of the ith audio frame,

which is calculated as:

X i(k) = x(i)exp(−j
2π

N
ki) (8)

where x(i) is the ith discrete-time signal sample and j =
√

(−1).
• Spectral Bandwidth: This feature measures the width of

the frequency distribution of sound [8].

• Spectral Contrast: this feature represents the relative

strength of different frequency components in the audio

Fig. 7. Graph depicting Zero Crossing Rate

Fig. 8. Energy of the spectrum shown by Spectral Centroid

signal, it’s useful to identify various types of patterns that

occur in different sound [11].

• Spectral Flatness (SF): this features quantifies the level

of tonal and noisy components present in an audio

file [24].

SF =

√

∏N−1
n=0 x(n)

∑N−1

n=0
x(n)

N

=
exp( 1

N

∑N−1
n=0 lnx(n))

1
N

∑N−1
n=0 x(n)

(9)

• Spectral Roll-off: the frequency below which a particular

proportion of the total spectral energy is present [24]. It

satisfies the following condition:

m
∑

k=1

X i(k) = C

WfL
∑

k=1

X i(k), (10)

(where C= adopted percentage.)

• Onset Detection: Identification of the beginning point of

an audio signal [26].

• Onset Strength:It is a measure of prominence of onset in

an audio signal [26].

• In addition to these features, beats and tempo were also

taken into consideration.

2) Spectrogram Features using VGG19: In addition to the

features obtained above, the audio files were then passed

through the Mel spectrogram (in such cases, overlapping

triangle filters are used to scale the frequency axis to the

Mel scale) to obtain a spectrogram which is then resized

using inter nearest interpolation technique to finally obtain a

224× 224× 3 image. The proposed methodology makes use

of a pre-trained VGG-19 network (on ImageNet) to obtain the

flattened features of the spectrogram image.

Fig. 9. This is a visual representation of the audio signal’s
Mel spectrogram with 128 Mel bands.

Fig. 10. Plot of Log Spectrogram
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Fig. 11. Architecture of VGG19 Model [30]

VGG19 is a convolutional neural network that comprises of

19 layers, including 16 convolutional layers, 3 fully connected

layers, 5 max pooling layers, and 1 SoftMax layer [30]. The

network is trained on the ImageNet database, made of over a

million images from 1000 categories. As a result, it possesses

the capability to categorize images into one of the 1000 object

categories. It has 3×3 filters in each convolutional layer. Max

Pooling is a down-sampling strategy in Convolutional Neural

Networks. The expression for the down-sampling layer is:

χp
n
j = f(τnj down(χ

(n−1)
j ) + bnj ) (11)

down χ
(n−1)
j is the maximum pooling sampling function,

τnj is the coefficient corresponding to the jth feature map of the

nth layer, and f(τnj down(χ
(n−1)
j )+bnj ) is the ReLU activation

function. Fig. 11 describes architecture of VGG19 Model. The

flattened VGG-19 features are reduced in dimension using

Principal Component Analysis (PCA) [31].

PCA transforms n-vectors (v1, v2, ..., vn) of Z-dimensional

space into Z’ space with principles (v1, v2, ..., vn) where Z

and Z’ are positive integers with size Z’≤ Z.

The output features of PCA can be represented as:

fn′ =

U ′

∑

k=1

Ck,i Gk (12)

where Gk= eigenvectors and Ck,i= principal components.

In this study, PCA was applied to the flattened features of the

spectrogram converted it into a 50-dimensional vector.

B. Feature Classification

To analyze the data, several machine learning models were

employed. The models used in this study include Random

Forest, Logistic Regression, XgBoost, MLP and SVM. The

performance of these models was evaluated and compared

in order to determine the most effective model. Different

combinations of the features sets were taken into consideration

in order to know how each feature influenced one another.

Statistical features alone; PCA-reduced flattened spectrogram

features alone; a combination of both were considered. Fig. 12

depicts the entire pipeline of feature classification. To analyze

the data, several machine learning models were employed. The

models used in this study include Random Forest, Logistic

Regression, XgBoost, MLP and SVM.
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Fig. 12. Emotion Classification after concatenating statistical
features and flattened spectrogram features.

The evaluation and comparison of these models’ perfor-

mance were conducted to establish the model that delivers the

highest level of effectiveness. Different combinations of the

features sets were taken into consideration in order to know

how each feature influenced one another. Statistical features

alone; PCA-reduced flattened spectrogram features alone; a

combination of both were considered.

IV. EXPERIMENTAL SETUP

A. Dataset

The RAVDESS [22] dataset was chosen for the present

study. It includes speech and song records, 247 untrained

Americans categorized these records into: Calm, Happy, Sad,

Surprise, Disgust, Fear, Neutral, and Anger base for each

performer. Following is a brief description of the dataset:

• A total of 24 trained performers—12 men and 12

women—make up the data collection.

• Each of the audio recordings has the same statements

with an American accent, and they were all recorded in

a controlled environment. There are two further related

file formats.

• The audio file has 1440 audio files total—60 trials for

each actor multiplied by 24 actors.

• The raw audio file format uses a sampling rate of 48 kHz

and a bitrate of 16 bits for both kinds of audio files. No

information from the original recordings of the audio files

in the dataset is lost or changed because both recordings

are lossless, uncommented audio files.
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B. Libraries

We used the python ‘librosa’ library to extract all the

statistical features of the audio files [32]. Keras and tensorflow

libraries are used to train the VGG-19 classifier [33].

V. RESULTS AND DISCUSSIONS

In this section, we have evaluated our proposed set of

features on RAVEDESS [22] using Random Forest, Logistic

Regression, XgBoost, SVM, and MLP. Several experiments

were conducted by changing the hyperparameters to fine-tune

the model and obtain the best results. The baseline models

were tested on three feature sets i.e. statistical features [A],
flattened spectrogram features obtained after passing through

pre-trained VGG-19 layers on which PCA was applied to

reduce the vector dimensions to 50 [B], and [C] obtained after

concatenation of (A) and (B).

TABLE I
CLASSIFICATION PERFORMANCE FOR FEATURE SET [A], CONSISTING OF

ONLY STATISTICAL FEATURES ON RAVEDESS DATASET.

Models Accuracy (%) Training Time (s)

Random Forest 61.80 0.26

Logistic Regression 62.26 0.08

XgBoost 64.35 0.61

MLP 71.06 8.16

SVM 60.18 0.07

TABLE II
CLASSIFICATION PERFORMANCE FOR FEATURE SET [B], FLATTENED

SPECTROGRAM FEATURES OBTAINED FROM PRE-TRAINED VGG-19.

Models Accuracy (%) Training Time (s)

Random Forest 55.55 0.27

Logistic Regression 56.71 0.03

XgBoost 56.48 0.61

MLP 55.79 9.79

SVM 53.47 0.09

TABLE III
CLASSIFICATION PERFORMANCE FOR FEATURE SET [C], OBTAINED AFTER

CONCATENATION OF SET [A] AND SET [B].

Models (Our fusion) Accuracy (%) Training Time (s)

Random Forest 63.88 0.34

Logistic Regression 67.59 0.09

XgBoost 64.12 0.82

MLP 73.61 19.96

SVM 64.58 0.05

As indicated by the results presented in Tables I, II, and

III, the Multi-Layer Perceptron (MLP) classifier achieved the

top accuracy with a score of 71.06% for the feature set [A]. In

addition, SVM took the shortest training time of 0.07 seconds.

For the feature set [B], the Logistic Regression classifier

obtained the highest accuracy of 56.71% and the least training

duration of 0.03 seconds. When using feature set [C], the MLP

classifier again obtained the best performance with an accuracy

of 73.61%. The accuracies for different classifiers for all three

sets of features are plotted in Fig. 13.

From Table I and Table II, it is observed that the feature

set [A] gave good results as compared to feature set [B], this

might be because statistical features, such as the mean and

variance of spectral features, MFCCs, chroma features, etc.,

provide appropriate information about the distribution of the

audio signal over time. Since these features have a variety of

sub-features associated with them, they are able to differentiate

between different audio classes.

There could be several reasons for the low accuracy ob-

tained for feature set [B]. One reason may be that we used

the flattened features directly without fine-tuning the layers of

VGG-19, as fine-tuning also requires a significant amount of

training data. Additionally, the dataset only had 192 entries

per emotion, which might have resulted in insufficient data

for the CNN model to learn from. To improve the accuracy

of feature set [B] in future implementations of the study,

we can consider several options: firstly, we can fine-tune the

model by unfreezing several layers or entire blocks of VGG-

19; secondly, we could increase the size of the dataset by

combining multiple datasets or by gathering new dataset.

While attempting to train the models using feature set [B],
we noticed that we achieved better accuracies without applying

PCA. In fact, for some models, the increase in accuracy was

around 5%-7%. However, there was a downside: the models

took a lot of time to converge, and some models did not

converge at all when using the VGG-19 feature set without

PCA-based dimensionality reduction. Additionally, when we

combined large dimensional CNN features with statistical

features, we observed that the accuracy was similar to the

accuracy without these feature fusion. This could be due

to the fact that the large number of flattened spectrogram

features (without PCA) were inherently given more priority

than the statistical features. Therefore, we utilized PCA-based

low dimensional CNN features, even though they produced
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Fig. 13. Bar Graph comparing the accuracies obtained by
different classifiers using the proposed set of features.
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lower accuracy when used in isolation as reported in Table II.

However, the fusion of these features with statistical features

helped to increase the overall accuracy of the model, as

demonstrated in Table III.

VI. CONCLUSION

In this work, the audio emotion recognition system has

been designed using various supervised machine learning

techniques on the RAVDESS dataset using our proposed set

of features. The study’s results have shown that the combina-

tion of statistical features and flattened spectrogram features

produced better results than using these features separately.

Among the baseline models, MLP performed best, achieving

an accuracy of 73.61%, while SVM had the shortest training

time at 0.05 seconds.

The models we have utilized in this study were traditional

machine learning classifiers, and in future, we would explore

end-to-end learning CNN architectures.
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Abstract—Electroencephalogram (EEG) is the 

documentation of brain’s electrical activity tapped from the 

scalp. The signals picked from the scalp do not express an 

accurate representation of the brain signals. These bio-signals 

need to be processed in order to be used for the desired 

application. To unravel this problem, there is a necessity to 

define a strong and repeatable EEG pre-processing method. 

EEG data pre-processing specifies a procedure of remodeling 

the raw EEG data into a clean EEG data by removing the 

undesirable noise and artifacts thereby converting it into 

suitable format for further analysis and interpretable by the 

user. This paper tends to review various EEG preprocessing 

techniques that has been described within the published 

literatures so as to focus on the acceptable preprocessing 

modality for a specific application. 

Keywords—electroencephalogram, signal preprocessing, 

artifacts. 

I. INTRODUCTION 

     With the emanation of non-invasive techniques, 

numerous research has been conducted on brain activity and 

related disorders. EEG tends to be a vital, noninvasive and 

cost effective technique accustomed monitor the state of the 

brain. The International Federation of Clinical 

Neurophysiology defines EEG as that (i) the science relating 

to the electrical activity of the brain, and (ii) the technique 

of recording electroencephalograms. 
The EEG signal described as a nonlinear and non-

stationary random weak signal[1]. On contrast with 
techniques as fMRI or PET,EEG has a high temporal 
resolution. The electroencephalogram records the cerebral 
electrical potentials by means of electrodes positioned over 
the scalp. The EEG has an amplitude of some 5 to 200 µV 
and is exposed to artifacts, from both bioelectric and physical 
sources[2]. The signal reflects the brain's functional state in 
addition to mental condition and this vital information is 
required in order to track patient’s health [3]. 

II. EEG RECORDING AND PREPROCESSING 

    The brain signal has characteristic information in many 
regions at any given time. The EEG records voltage 
fluctuations by means of scalp electrodes, due to the flow of 
electrical charge for each excitation of the synapse in the 
neurons of the brain [4]. Here The  noninvasiveness and 
inexpensive  nature made EEG the most popular modality. 
The number of electrode varies from 1 to 256 for different 
EEG headsets. The EEG signals can be arranged in 
accordance with their frequency bands each of which has 
specific biological significance. 

 

 

 

TABLE I.  EEG FREQUENCY BANDS 

Band Frequency 
Amplitude 

(µV) 
Location Activity 

Delta 0.5 – 4 Hz 100 – 200 
Frontal and 

during deep sleep 
Deep sleep 

Theta 4 – 8 Hz 5 – 10 
Hippocampus 

region 

Drowsiness, 

Light sleep 

Alpha 8 – 13 Hz 20 – 80 
Occipital head 

region 
Relaxed 

Beta 13 – 30 Hz 1 – 5 

Symmetrical 

distribution and  

most evident in 

the frontal and 

central head 

regions 

Active 

thinking, 

alert 

Gamma ˃30 Hz 0.5 - 2 
Widely over the 

cerebral cortex 
Hyperactivity 

 

The EEG electrodes appear as small metal disc made up 
of stainless steel or tin or silver alongwith silver chloride 
coating. These electrodes are placed in special positions on 
the scalp by means of internationally recognised system - 
International 10/20 system. EEG electrodes can be Wet or 
Dry electrodes. Traditionally wet electrodes made of 
Ag/AgCl were used. While recording EEG, the electrodes 
not only pick up the clean brain signal rather it will be  

 

Fig 1. Pre-processing methodology 

adultered with a variety of noise and artifacts. Following the 
recording step, preprocessing of the EEG signal is needed. 
Here, preprocessing refers to mainly removing noise , to urge  
closer to true neural signals and converting the information 
into a more useful format that may be useful for further 
analysis and research work. The principal pre-processing 
steps are the artifacts identification and removal, noise 
filtering, and re-sampling the signal to adjust to detector 
input specifications. 
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III. EXISTING METHODOLOGIES 

A. EEG Signal Filtering and Re-sampling 

      Artifacts – are  signals recorded by EEG that is not of 

cerebral origin. The origin of artifacts may be physiological 

or extra-physiological. Physiological artifacts are generated 

within the patient (e.g., ocular movements [6], cardiac, eye 

blinks and muscular activity [7] and extra-physiological 

artifacts are from outside the body or from external 

environment (e.g., EMI,50/60 Hz artifact, cable movements, 

electrode paste-related). Ocular artifacts (OA) and myogenic 

artifacts(MA) contaminate EEG signals in which OA is 

visible as relatively large pulses in the frontal region [8], 

and MA appears in the temporal and occipital regions with 

wide frequency spectrum [7]. 

 

                        Fig 2.  Bio-potential artifacts 

 

     Removal of artifacts needs careful consideration so as to 

retain the useful information of the EEG signal. Differential 

measurements prevent artifacts induced by Electromagnetic 

Interference (EMI), mainly by power lines [5]. Good 

electrode placement 

avoids errors and 

eliminates artifacts 

[2].Wu Wen et al. 

[9]proposed a 

techniquewith which the 

EEG signals are used to 

detect the sleep quality.  

The electrophysiological 

signal - EEG has low 

amplitude and is highly 

prone to noise 

intervention.  Hence, in 

the preprocessing stage, 

the signal is filtered to 

scale high-frequency 

noise, then it is split 

into 30s component so 

as to eliminate baseline 

drift and artifact 

interference which is illustrated  by means of a flowchart. 

      

Miao Shi et al. [10] proposed  a method on EEG signals 

classification by pattern recognition method and the Support 

Vector Machine (SVM) And Optimization by means of 

Improved Squirrel Search Algorithm (ISSA). In this 

method, the preprocessing is done by (i)extract the time-

domain features as feature vectors, (ii) feature vectors 

directed to SVM, and (iii) Classification and identification 

of the required data. To filter the acquired data, Miao Shi et 

al. uses an elliptical filter to extract the required information 

from the µ wave and β rhythm of the EEG signal which has 

the energy band within 8–30 Hz frequency. Here the 

elliptical filter has the pass band frequency that matches 

with the acquired waves’ energy band during when the pass 

band ripples under 1 db and signal attenuation occur at a 

range of 5 Hz on each side of the pass band which is 40 db. 

    A multichannel Weighted Weiner filter been proposed for 

attenuating eye blink artifacts[11] here Hierarchical Fully 

Connected Topology (HFCT) and Ad-hoc Nearest-Neighbor 

Topology (ANNT) are employed. This provides 5% better 

results for artifact attenuation in comparison with the 

existing approaches like Principal Component Analysis 

(PCA) and Independent Component Analysis (ICA). 

However, the proposed approach so far not been used in real 

medical devices. 

     Hao Chao et al.[12] in his study proposed an EEG 

emotion recognition framework combining multiband 

feature matrix and a capsule network (CapsNet). The 

Database for Emotion Analysis using Physiological Signals 

(DEAP) dataset was employed to validate the the proposed 

emotion recognition framework.  From DEAP, the EEG 

dataset of signal frequency 512 Hz recorded with 32 

electrodes were acquired. In the preprocessing stage, (i) the 

acquired EEG signals were down-sampled from 512 Hz to 

128 Hz, (ii) the Electrooculogram (EOG) effects removed 

and, (iii) band-pass filtering implemented with cut-off 

frequencies set at  4.0 and 45.0 Hz. 

    For the attention dataset, 2-channel EOG signals below 

and right of the right eye were acquired and the ocular 

artifacts removed using least-mean square (LMS) based 

adaptive filtering. The EEG signals in the valence and 

relaxation datasets were not severely contaminated by the 

eye saccadic artifacts and hence LMS filter not applied. For 

removing the ocular artifacts, the MSDW algorithm been 

applied as that doesn't require any additional EOG signal. 

 

 

 

 

Narusci S Bastos et al. [14] proposed the EEG analysis 

based on two different band frequencies in EEG (full band 

and Beta band) through data mining. In this work, Narusci et 

al. focused in analyzing the Beta frequency band  as this 

band is particularly associated with attention, visual 

precision, and coordination state of human. Here in the 

preprocessing, software is used and the steps are - (1) 

Conversion of raw EEG data (recorded without using filters) 

Fig  3.  Flow diagram showing Signal 
preprocessing Fig 4.  Flowchart showing the pre-processing 

method 
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in graph data format (GDF) to comma-separated value 

(CSV), (2) Data labeling, (3) unwanted data cleaning and 

(4) Transformation of CSV data into Attribute- Relation File 

Format (ARFF), a machine learning format. Again, in 

another case study Narusci et al. [14] used a filter to pick 

out the Beta frequency band ie, between 13 Hz to 30 Hz. 

     Ho- Seung Cha et al.[16] proposed a method to anticipate 

individual user's dynamic range of the EEG features and this 

helps in determining individuals who need additional 

calibration of the features. Initially, four EEG datasets are 

acquired - Resting state EEG (RS-EEG) dataset, the valence 

dataset, the relaxation dataset and the attention dataset. Here 

in the pre-processing stage all the datasets excluding 

attention dataset were down-sampled to 256 Hz, and the 

Multi-window Summation of Derivatives within a Window 

(MSDW) algorithm is applied in which (a) the down-

sampled EEG data band pass-filtered at 0.5–30 Hz, (b) 

segmented into a series of short segments (c) a sliding 

window introduced with 1s length and an overlap of 50%. 

(d) by means of visual examination the eye blink artifacts 

removed. 
      Alexander Craik et al.[30]in his study specified that the 
study of various artifact removal did not address any specific 
artifact removal process. The foremost frequent artifact-
removal algorithms used were independent component 
analysis (ICA) and discrete wavelet transformation (DWT). 

TABLE II.  SIGNAL FILTERING METHODS PROPOSED IN THE 
LITERATURE 

Filter  

Type of 

Artifact 

removed 

Advantages Drawbacks 

Low pass 

filter 
Noise 

Eliminates high 

frequency noise Significant 

frequency 

components 

may be lost. 
FIR Band 

pass filter 
Noise 

Allows only the 

selected band of 

frequency to pass 

through 

Elliptical 

filter 

Particular 

band of 

frequencies 

To extract 

information from 

µ wave and β 

rhythm of EEG 

Signal 

Results in 

accuracy 

problems 

Multichannel 

Weighted 

Weiner filter 

Eye blink 

artifacts 

5% better results 

compared to 

PCA and ICA 

Not employed 

in real medical 

devices so far. 

LMS based 

adaptive filter 

and MSDW 

algorithm 

Eye saccadic 

artifacts and 

ocular 

artifacts 

LMS – for 

removing eye 

saccadic artifacts 

and MSDW – for 

removing ocular 

artifacts 

Convergence 

rate is low so 

that cannot be 

used in real 

time systems. 

B. EEG Signal Decomposition 

     Gen Li et al.[13] idealized a maximum marginal 

approach on EEG signal pre-processing.  In the 

preprocessing stage , the wavelet transform is used to  

break up the EEG data. At level 1, the EEG signal 

decomposed into  the approximate component and detail 

component. The detail component at level 2 been calculated 

by applying wavelet transform on the approximate 

component at the level 1 component. 
     Min Kang et al.[15] proposes a deep-asymmetry method 
to convert brain asymmetry feature into a matrix-type  image 
which is then fed  to a convolution neural network. The study 
uses the EEG data set, an open access data set at the Hospital 
Universiti Sains Malaysia (HUSM). Elimination of power 
line noise done by 50 Hz Notch filter 
and filtration of data performed in 
the range of 0.5–70.0 Hz. The EEG 
data were collected with a sample 
rate of 256 samples per second. In 
the data preprocessing stage, (i) each 
channel were normalized using the 
min-max normalization method. (ii) 
The Independent Component 
Analysis (ICA) was used to remove 
other EEG noise. (iii) The data 
segmentation process by dividing the 
5 min data set into epochs of 4s 
(1024 samples)  in order to meet the 
ML problem needs. 

Xiao zhong et al.[20] proposed an 
EEG signal processing algorithm  
using ICA-EMD. This concentrates 
in removing noisy artifacts from 
EEG signals. (a)By means of ICA, 
the multichannel EEG recording is 
decomposed into statistically 
independent components., and  (b) 
by   applying EMD filtering the 
elimination of physiological artifacts 
in single-component EEG were 
achieved. The experiment shows 
that the ICA-EMD algorithm 
effectively eliminates the artifacts 
thereby retaining  the useful neural information.  

C. EEG Signal Processing with Graphic User Interface 

(GUI) 

Alejandra L. Callara et al.[17] presented a framework 
to study the brain activity in the Cheyne- Stokes 

Fig 6. Process flow showing EEG 

signal preprocessing using ICA-

EMD decomposition 

Fig 5.  Decomposition of EEG at two levels 

Fig 7. Original and processed EEG signal using MATLAB 
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Respiration patients with the help of EEG signal.. Initially, 
The acquired data including EEG were sampled at a 
frequency of 512 Hz and filtered with a two pole anti-
aliasing low- pass filter with 3dB at 105 Hz on all channels. 
With the help of an interactive GUI toolbox, EEGLAB, the 
EEG data were high-pass filtered above 1 Hz with a 
wavelet-based filter to improve stationarity. To remove line 
noise, an adaptive method is utilized  which omits the line-
noise-related sinusoidal artifacts. After filtering, the 
identification of bad channels done with the help of a 
Kurtosis-based approach (Z-score threshold: ±10) Visual 
inspection is performed to remove the corrupted data 
segments which in turn allows  proper ICA decomposition.  

Haoran Liu et al.,[18] in this paper described the steps 
involved in the emotion recognition algorithm using EEG 
while reviewing the existing EEG- based emotion 
recognition methods along with assessment of their 
classification effect. The preprocessing of EEG signal is 
done using EEGLAB which performs the tasks such as 
channel identification, filtering, baseline correction and 
independent principal component analysis. The dataset 
acquired from open datasets of affective computing. After 
importing EEG data to EEGLAB, filtering the noise in the 
signal performed by means of suppressing the signal. To 
remove the electromagnetic interference, the Butterworth 
band-pass filters are used.EOG artifacts been removed with 
the help of either regression method or adaptive filtering 
method. 

Ala Hag et al.[19] proposed a novel methodology that 
identifies the mental stress by comparing the statistical 
difference between stress and rest conditions. The EEG 

signal data is acquired and is sampled at 256 Hz frequency. 
Here in the Preprocessing stage, Python and an external 
MNE package is used. (i) The unprocessed EEG signals 
filtered using a band-pass finite impulse response (FIR) 
filter between 1 Hz and 35 Hz bandwidth. (ii) Power-line 
noise of 50/60 Hz excluded. Furthermore, (iii) Fast-ICA 
performed to eliminate the  noise ocular artifacts (EOG) 
under 4 Hz, muscle artifacts (EMG) beyond 30 Hz, and 
cardiac artifacts (ECG). In frequencies less than 16 Hz, 
Fast-ICA exhibits  an unique ability of de-noising ocular 
artifacts (OAs). 

D. Signal Cutting - EEG 

Giuseppe Varone et al.[21] in his paper proposed a data 
based machine learning (ML)  pipeline consisting of a semi-
automatic signal processing technique along with supervised 
ML classifier to aid in the diagnosis of Psychogenic Non- 
Epiletic Seizures(PNES) by means of EEG  data. The 

acquired EEG signal is down sampled at 256 Hz and 
segmented into 20 minute records. While pre-processing the 
signal, to avoid imbalances the 20 min long records changed 
to 15 min records. Then the EEG data were manually 
reviewed to label and reject the artifactual time series such as 
(i) Eye blinking/ EOG, (ii) Muscular movement /EMG, (iii) 
Heart rate / ECG, and (iv) electrode artifact. Then the 
manually reviewed signal were band pass filtered between 1 
and 70 Hz with the 3rd order Butterworth band pass filter of 
50 Hz  to obtain the important EEG rhythms. At the end of 
the 20 minute recording, clean EEG time series were 
obtained and segmented into non-overlapping EEG epochs.. 
Each EEG epoch are of size, L = 5s and therefore 1280 
samples obtained. With the help of handwritten Matlab 
2018a algorithms, each one of the EEG epochs are 
preprocessed individually and later stored as .mat files. 

E. EEG Processing in BCI system 

    Mamunur Rashid et al.[22] in his article provided a 

concise review of EEG-based BCI systems, the pre-

processing strategies involved, suggested feature extraction 

methods, existing classification algorithms,  evaluation 

metrics utilized and this helps the reader to select the 

appropriate method for a specific BCI system. Mamunur 

Rashid et al. explains that pre-processing is a non-trivial 

process, as the process removes any unnecessary 

components lodged within the EEG signal. Efficient 

preprocessing enhances signal quality, a better feature 

separability and thereby classification performance. The 

primary and effective method to attenuate artifacts when 

there is no signal overlap in EEG are- low, high, and band 

pass filters. [13]. In case of spectral overlap, artifact removal 

techniques such as Adaptive filtering, Wiener filtering, 

Bayes filtering [23], Common Average Referencing (CAR) 

[24], and blind source separation (BSS) [25] are practiced. 

The algorithm SuBAR (Surrogate-based Artifact Removal) 

removes muscular and ocular artifacts effectively from EEG 

[26]. When there is limited number of channels, the 

combination of EEMD-IVA demonstrated and that 

outperforms other existing methods in a situation. [27]. 

     The joint BSS approach and quadrature regression IVA 

(q-IVA) removes artifacts effectively in both the time and 

frequency domains [28]. By combining BSS and Regression 

(REG) technique, can be used for BCI applications and thus  

useful for real-time purpose.[29]. 

IV. RESULTS AND DISCUSSION 

It has to be noted that Pre-processing of EEG signal 

refers to transforming the raw EEG data into a suitable 

format that can be used for further analysis. And so, various 

researchers used different pipelines based on their 

application. In general, EEG tends to record the electrical 

activity of the brain and is prone to artifacts which is either 

physiological or non-physiological in nature. Physiological 

artifacts include EOG, EMG and ECG whereas the main 

non- physiological artifacts are EMI, 50/60 Hz artifact, 

cable movements, electrode paste-related and so on.  

From the above study, it was stated that the ocular 

artifacts can be removed effectively by means of band-pass 

filtering with cut-off frequencies of 4.0 and 45.0 Hz.[12], 

LMS-based adaptive filtering with 2-channel EOG 

measurements [16], Fast-ICA for ocular artifacts in low 

Fig 8.  Separation of ECG and EOG signal from the corrupted EEG 

signal 
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frequencies less than 16 Hz.[19], SuBAR to remove 

muscular and ocular artifacts [26],Regression method[18] 

and Adaptive filtering with stability and fast convergence 

[18].  

In order to remove muscular and cardiac artifacts, Fast 

ICA with frequency beyond 30 Hz been proposed[19] and 

the particular time series will be rejected[21] or band pass 

filtered between 1 and 70 Hz [21]. And the non-

physiological artifacts such as EMI by power lines can be 

removed by implementing differential measurement 

techniques while recording EEG [4], use of Butterworth 

band-pass filters [18], filtering in the range of 0.5 to 70.0 Hz 

with 50 Hz notch filter [15]. For removing line noise, an 

adaptive method  to subtract line noise associated sinusoidal 

artifacts been deployed[17].The noise caused by 50/60 Hz 

of line power can also be omitted [19]. 

 For attenuating eye blink artifacts, a multichannel 

Weighted Weiner filter been presented [11]. Miao Shi et al. 

uses an elliptical filter to acquire the information from the µ 

wave and β rhythm of the EEG signal (8-30 Hz)[9].Xiao 

zhong et al.[20] proposed an ICA-EMD based EEG signal 

processing algorithm to remove noisy artifacts from EEG 

signals. In case of eye saccadic artifact attenuation, the 

MSDW algorithm is proposed [16]. 

In few other studies, the researchers utilized different 

methods in addition to artifact removal step in the EEG 

preprocessing phase. Gen Li et al. utilizes wavelet transform 

to break down the EEG signal for calculating the frequency 

components [13]. 

Narusci et al. [14] in the preprocessing phase converts 

EEG data (recorded without using filters) in graph data 

format (GDF) into ARFF, a machine learning format which 

is suitable for further data mining software. Min Kang et al. 

[15] normalized the EEG data using the min-max 

normalization method. The ICA was used to remove EEG 

noise. 

Ho- Seung Cha et al.[16] by using MSDW algorithm 

detected time periods with eye blink artifacts and are data 

segmented. Data segments with eye blink artifacts were 

excluded. The EEG data were high-pass filtered above 1 Hz 

with a wavelet-based filter and this improves stationarity. 

After filtering, the presence of bad channels identified by 

means of a kurtosis-based approach (Z-score threshold: 

±10), The corrupted data segments were removed by 

visually inspecting the data. [17]. 

The preprocessing of EEG signal includes channel 

location, filtering, baseline correction and principal 

component analysis using EEGLAB [18]. 

The experts reviews and reject the artifactual time series 

such as (i) Eye blinking / EOG, (ii) Muscular movement / 

EMG, (iii) Heart rate / ECG, and (iv) Electrode artifact [21]. 

ICA is an effective method for removing artifacts though it 

disregards the temporal or spatial relations within sources 

and results in the loss of relevant information. And again 

due to the less time consumption, CCA can be utilized for 

real-time applications [30]. As per the principle of BSS 

algorithms, more number of channels are required in order 

to be more accurate. For which the wavelet transform and 

EMD based methods require a single channel but can be 

decomposed into multiple components. After which the 

number of channels can be reduced which eventually  

increases  the computational complexity  and this becomes a 

major limitation for BCI application [30]. 

       From our review,  it is clear that ICA-based algorithms 

deal with all kinds of artifact occurred in EEG recordings.  

ICA and CCA rather than being alone their combination 

with other methods seems to be an interesting choice for 

removal of muscle artifacts. For applications using few 

channels, EMD, IVA, and its fusion methods with BSS or 

WT becomes a proper choice. The necessity of reference 

signal limits adaptive filter or regression methods, to be 

utilized for the removal of artifacts. Artifacts when 

overlapped with spectral properties, the wavelet transform is 

not suitable. EMD suffers from the drawback of mode-

mixing. Accordingly, it is strenuous to find a single method 

that is both efficient and accurate enough to assure all the 

conditions. 

In addition, the automatic methods are not advised for 

artifact removal, as there are multiple types of artifacts that 

exist in the recordings. The manual rejection of segment 

directly neglects the epochs contaminated by artifacts but 

there is a possibility of losing  information from the EEG 

signal [9]ood electrode placement avoid errors and 

eliminates artifacts [2]. 
                    

TABLE III.  SUMMARY OF THE EEG PREPROCESSING METHODS 
 

Methods discussed Purpose 

Band pass filtering with cut-

off frequencies at 4.0 and 

45.0 Hz [12] 

Ocular artifacts can be removed 

LMS based adaptive filtering 

[16] 
EOG removed 

Fast ICA with freq less than 

16 Hz[19] 

Ocular artifacts in low frequencies 

less than 16 Hz. 

Surrogate based artifact 

Removal (SuBAR) / 

Regression method  [26]/ 

Adaptive filtering [18] 

To remove muscular and ocular 

artifacts 

Fast ICA with frequency 

beyond 30 Hz [19] / Band 

pass filtering between 1 and 

70 Hz [21] 

To remove muscular and cardiac 

artifacts 

Multichannel Weighted 

Weiner filter [11] 
To attenuate eye blink artifacts 

Elliptical filter [9] 
To acquire information from µ wave 

and β rhythm of EEG 

ICA – EMD [20] To remove noisy artifacts from EEG 

Multi-window Summation of 

Derivatives within a Window 

[16] 

To remove eye saccadic artifacts 

Wavelet transform [13] 
EEG signal decomposed to calculate 

the frequency components 

Data mining software [14] 
EEG signal converted to machine 

learning format – ARFF. 

Min-max normalization 

method [15] 

Each EEG channel been normalized 

followed by ICA to remove noise. 

Wavelet filter (High pass 

filtered above 1 Hz)  [16] 
To improve stationarity of the Signal. 

Kurtosis – based approach 

[17] 

Determines the presence of bad 

channels. 

GUI – Matlab [18] 

Performs tasks such as channel 

location, filtering, baseline correction 

and ICA. 

Wavelet transform and EMD 

based methods [30] 

For Blind Source Separation 

algorithms involving more number of 

channels. 

Elimination of time series 

[21] 

Experts label and rejects the 

artifactual time series by review. 
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V. CONCLUSION 

      From the above discussion we conclude that it is 

complicated to find a unique method that fits to satisfy all 

the conditions perfectly.  Among the many artifact removal 

methods/ algorithms available in the literature, some are 

used to remove only particular artifacts such as EOG, ECG, 

and EMG. In some cases, the methodology requires 

reference channel to enhance the accuracy. Again when it 

comes to online applications the methods which are highly 

complex is not suitable. Hence, from the above discussion, 

we conclude that there is no exceptional choice to remove 

all types of artifacts from an EEG signal. Such published 

techniques were proposed by progressing existing 

algorithms or by combining various methods or making 

removal process a real-time process by means of machine 

learning. As EEG preprocessing is still an ongoing area of 

research study, there is no comprehensively approved EEG 

preprocessing pipeline, and that researchers have some 

privilege in choosing how to transform the raw data. Good 

preprocessing increases the signal quality, and thereby  

results in enhanced feature separability and better 

classification performance [22]. Apart from this, as a 

precaution the artifact avoidance can be tried to avoid 

unnecessary motion. 
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Abstract— Muscle cramps are usually characterised by a 

continuous, painful, and localised involuntary 

contraction of group of muscles or very particular 

muscle fibres. Although, the causation is undetermined 

in several situation. Cramp can occur due to 

dehydration, overusing of muscle, straining, or even 

remaining still for extended amount of time. Despite the 

fact that most muscle spasms are innocuous, some could 

be caused by a medical condition, such as inadequate 

blood flow or nerve compression. Muscle cramps must 

be treated early as they happen during or after exercise, 

long-distance travel, or both. If not, it will persist for a 

long time and will mostly impede people's ability to 

travel, sleep and engage in sports. The proposed project 

is a proactive step that aims to provide first aid for 

muscle cramps that may occur during transportation, 

exercise, and other conditions. Novel wearable systems 

make it possible to measure these extremely complicated 

physiological event, expanding their capacity and 

sustaining their non-invasiveness with the use of 

moisture sensor, MAX30100, and DHT11 sensors. If the 

analyzed parameters point to a state to a muscular 

cramp, the Peltier module will be enabled to deliver a 

therapeutic dose of heating to the affected muscle. 

Keywords— Muscle cramp, Peltier, Involuntary 

contraction,  First Aid, Nerve Compression 

I. INTRODUCTION  

A painful, involuntary muscle contraction is known 

as a muscle cramp. It often lasts a few seconds to a few 

minutes and can harm healthy people as well as people who 

are already ill. When a cramp strike, the muscles contract 

excessively and without conscious brain control. Pain 

receptors near the muscles alert the brain that something is 

amiss. A muscle cramp, which can happen in a variety of 

circumstances, despite its brief length, it causes skeletal 

muscles to suddenly contract involuntarily and with serious 

distress that is shown in Fig.1. 

 
 

Fig. 1: Muscle at rest and Muscle at cramp 

Cramps have the ability to knock even the best-

trained athletes to their knees and forced them out of the 

game.  Due to the stress on the muscles and the resulting 

dehydration from sweating, cramping is a potential [10]. 

The loss of electrolytes like sodium [1], potassium, 

magnesium and calcium while sweating causes muscle 

cramping [2]. 

The occurrence of cramps is high; it is estimated 

that 60% of 65 years or older suffer from cramps frequently 

[3]. Night time cramps are more severe for women than for 

males. Hypothyroidism [4], myopathies, Alcoholism, renal 

failure with dialysis, and excessive perspiration are some of 

the conditions linked to cramping. Approximately 60% of 

people with insulin dependent diabetes mellitus experience 

cramps, compared to 80% of people with adult-onset 

diabetes. About 50% of pregnant women experience muscle 

cramps, which are most common in the final three months 

and at night [5]. More areas of the body that can be affected 

due to cramp is shown in Fig.2. A change in myoneural 

junction, obesity, compression of the peripheral nerves, 

deficient blood to the muscles, or greater use of the muscles 

in the lower limbs could all be contributing factors.  

 
            

Fig. 2: Presence of Cramps vs Muscle area 

 

Although there is evidence that some occurrences 

of cramps may be related to irregular monosynaptic activity 

as a result of the exertion of the affected muscles, quick 

treatment must be given for cramps that arise in the course 

of exercise or after activity [5]. If not, it will persist for a 

long time and will mostly impede people's ability to travel, 

sleep and engage in sports. The proposed system is a 
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sensor-based muscle cramp monitoring system packaged as 

a wearable device with heating pad for treatment. 

II. LITERATURE SURVEY 

Wing Yin Lau et al. (2021) studied [6] the 

hypothesis in a cross-over design, ten men are requested to 

drink ORS and mineral water while ran downward-sloping 

for 1hour to lose body weight. After DHR, changes in dead 

weight were measured at specific intervals. The loss in 

body weight in each interval, the participants ended up 

drinking either spring water or ORS. The calf muscle cramp 

liability is determined using a TF of an electrical 

stimulation. Potassium, magnesium, serum sodium and 

serum osmolarity and haemato-globulin (Hb) were 

determined from blood draw in certain time interval. 

ANOVA method used to compare variation in the above 

determined variables over time. Thus results in TF 

increased for ORS condition but decreased from start value 

soon after DHR for mineral water condition. Soon after-

DHR Osmolarity, Blood sodium and chloride 

concentrations reduced in the mineral water condition. 

Results were indicated that ORS consumption during 

exercise reduced the risk of muscle cramps. 

Neeru Jayanthi et.al (2020) studied [7] the 

pathophysiology, risk factors, and potential treatments for 

EAMC in tennis players. The two main postulated 

hypotheses for the origin of EAMC are impaired 

neuromuscular theory, fluid and electrolyte imbalance 

theory. According to impaired neuromuscular theory, 

persistent irregular spinal reflex activation accompanied by 

muscle cramp. Explains how the stretch receptor’s afferent 

activity increased and the Golgi organ’s afferent activity 

dropped, inducing muscle cramp by increasing the muscle’s 

activation and loss of control. Fluid and Electrolyte 

Imbalance Theory proposed that an electrolyte deficit 

provokes interstitial fluid migration into the intravascular 

space, causing neuromuscular junctions become excitable 

due to malformation and higher sensitive to excitant ECF 

and chemical transmitter, resulting in immediate ejection. 

Massage therapy, has proved to be the fast and fruitful 

method for cramp relief when symptoms of acute EAMC 

appear.  

Han Li, Jun Zhang* et.al (2020) [8], proposed a 

technique for sensing and controlling muscle temperature 

with a wearable device It is made of custom radiation fins, 

platinum resistors, Peltier stack and thermal disperse film. 

Multiple temperature sensors are   placed in the middle of 

thermal disperse film and thermal control device to detect 

the temperature at the superficial skin. About 25°C is 

utilized to control the room temperature, and 10°C is set as 

the target temperature. The experiment was then carried out 

by presence and absence of super cooling, and then 

accumulated the input from sensors. Then the mean was 

calculated. With the help of PID controller, muscle 

temperature can be maintained via voltage supply. Current 

direction through the Peltier array can be changed 

according to the muscle stimulation for heat and cold 

therapy. As a result, the response time slows down. 

Compare to cold stimulation (0°C and 15°C) the system has 

excellent performance in thermal stimulation because it 

requires temperatures between 45°and 60°C.  

 

Ajay R, et al. [9] provide a method for the 

detection of muscle cramp along with the primary therapy 

in the course of transportation. It is done by the detection of 

Electromyography and Photoplethysmography then it 

allows the hospital authorities to exploit these signals. PPG 

and EMG sensors served an ideal function in this system. 

The patient must then use vibration to relieve the body's 

muscle cramps. 

III. METHODOLOGY 

 In existing system, stretching [9], massaging, and 
applying heat to the injured muscle are the mainstays of the 
primary treatment for muscular cramps. Other therapies, such 
as rehydration, calcium supplementation, hormone therapy, 
electrolyte replenishment etc., target the underlying cause of 
the muscle cramps. The lack of appropriate primary aid in 
the transportation industry is one of the key problems with 
the muscular cramp segment. It is essential to offer the  
primary treatment for muscle cramp during transportation 
because they can happen to long-distance travelers. The 
existing method provide an initiative to detect EMG and 
PPG signals and to provide primary therapy for muscle 
cramps during travelling time.  

Exercise-related cramps may sometimes be 

caused by excessive spinal reflex activity as a result of the 

stress on the affected muscles; hence, immediate treatment 

for these cramps is necessary. If not, it will remain for a 

long period and will mostly make it difficult for individuals 

to travel, sleep, and engage in sports. In the proposed 

system, to detect muscle cramp feature of lower extremity 

in sports men, a sweat sensor, heart rate and SpO2 sensor is 

placed in wearable device for quickly detecting and 

assessing. Due to the stress on the muscles and the resulting 

dehydration from sweating, it is potential for muscle 

cramping. As a result of a muscular cramp, the heart rate 

will increase comparatively while the blood oxygenation 

amount decreases. For the detection of muscle cramp 

MAX30100, DHT11 and moisture sensors are used for 

detect the heart rate, temperature and sweat rate 

respectively as shown in Fig.3. The acquired parameters are 

then sent as an analog signal to the Node MCU. Then these 

values are converted into digital values by the Node MCU. 

If the assessed parameters indicate muscle cramp condition 

Node MCU activates the heating pad to provide therapeutic 

dose of 40-450C heating to the affected muscle. The 

detected values are stored automatically in the cloud for 

viewing the values of previous cramp using a web 

application. 

 

 

 
 

Fig. 3: Block diagram of Hardware Module 
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A. Hardware Description 

1) Node MCU 

As a source code platform, modification, redraft 

and assembling is very convenient in Node MCU. A Node 

MCU device is similar to an Arduino. ESP8266 is its key 

component. The pins are programmable. Built-in WIFI is 

available. It is inexpensive. It can be programmed in a 

variety of computer languages [10]. The Node MCU helps 

in editing, modifying and building the hardware component 

for sensing and it also helps in conversion of analog to 

digital signal. 

The General Purpose Input/Output is accessible 

via Node MCU. The node MCU receives and processes the 

sensor-detected values. 

 In this project, DHT11 sensor, Moisture sensor, 

MAX30100 sensor, LCD and Relay is connected to the D5, 

A0, D1, D2, D4 pin of Node MCU respectively. 
 

2) DHT11 Sensor 

DHT11 includes an NTC/Thermistor for 

temperature measurement. Fig.4 depicts the internal circuit 

diagram of the DHT11 sensor. This sensor operates on the 

thermistor principle, that is resistance changes in response 

to temperature. Fig.5 represents the Negative Temperature 

Coefficient, which indicates that resistance decreases as 

temperature increase. The IC helps in measuring and 

processing the analog signal by calibration coefficients that 

can be stored and convert it into digital signal with the 

temperature [11]. At the time of muscle cramp, temperature 

of the body will be increased.so it is mainly used for 

detection of temperature in the body 

 
Fig. 4: Circuit Diagram of DHT11 Sensor 

 

 
 

Fig. 5: Thermistor characteristics NTC curve. 

3) MAX30100 Sensor 

The heart rate sensor is used to monitor pulse rate 

and oxygenation. This MAX30100 sensor consist of two 

LEDs, photodiode, improved optics and low noise 

frequency modulation is shown in fig.6. Heart rate and 

blood oxygenation in the body are determined with the help 

of an infrared LED and a red LED [21]. 

Using light-emitting diodes, the oxygen content is 

measured. Infrared light is mostly absorbed by the 

oxyhemoglobin blood where red light passed through the 

oxyhemoglobin blood. Red light is mostly absorbed by 

deoxyhemoglobin blood where infrared light passed 

through the deoxyhemoglobin blood. MAX30100 sensor's 

photodiode is used to measure changes in light intensity. 

The photodiode measures the amount of light passing 

through the blood, sends the signal to an analogue to digital 

converter. When the muscle cramp strike, pulse rate and O2 

saturation will increased simultaneously.so this sensor helps 

in detection of heart rate and SpO2 in the body.  

 
Fig. 6: Circuit Diagram of MAX30100 sensor 

 

4) Moisture Sensor 

The sensor which is used for measuring the 

moisture content in the skin is moisture sensor. The 

forficate probe like moisture sensor contains two sensitive 

conductor that helps to measure the moisture level in the 

skin. When exposed to moisture it functions as 

potentiometer, changing resistance. 

There are four pins present known as AO, DO, 

VCC and GND. As the AO (Analog Output) provides 

analogue output voltage proportionate to the level of 

moisture, a high moisture content causes a more voltage 

whereas a less moisture content causes a less voltage. A 

digital output (DO) shows whether the soil moisture level is 

within the acceptable range. D0 changes from HIGH to 

LOW depending on whether the moisture level is above the 

threshold value (determined by the potentiometer). VCC 

supplies 5V power to the sensor. GND is the ground pin. 

Dehydration causes muscle cramp. This sensor helps in 

detection of moisture content that is perspiration rate in the 

body. 

   

5) Peltier Module   

It is a thermal control device that has both heat   

and cold effects. The surface temperature can be adjusted 

and maintained at desired temperature by running an 

electric through the module. Based on the Peltier effect, 

Peltier modules work. Two ceramic plates, one of which 

distributes heat and the other of which absorbs it, are 

separated by semiconductor pallet. By transferring heat 

between two junctions, the Peltier effect raises the 

temperature difference between them. This Peltier module 

is used for heating or maintaining a temperature as 

electrons transition from a high- to a low-energy state, they 

carry heat with them and release it on the opposing ("hot") 

side. This module helps in producing and maintaining heat 

about 400 C for the treatment of muscle cramp. 
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IV. RESULTS AND DISCUSSION 

 
 
Fig. 7:  Flowchart of Proposed System 

 

Fig.7 represents the flow diagram of the proposed 

technology. The first process of this work is initialization 

i.e., assigning a variable for every parameter. The next 

process is about setting the threshold value for each and 

every parameter and also allotted a time delay, which is 

used to separate the occurrence of two events. Then the 

system checks for the condition. If condition is true, Peltier 

will be ON, if condition is false, Peltier will not turn ON. 

Finally, these parameter values will be displayed. 

 

 
 

Fig. 8: Simulation Result 

Fig.8 shows the wearable muscle cramp monitor's 

final design, that was simulated to predict its performance 

and verify that it followed to the stated design goals. The 

Node MCU is connected to the DHT11, MAX30100 and 

Moisture sensor. Temperature, heart rate, and moisture 

content are detected using the above mention sensors. The 

Node MCU processes these input data and compares them 

to the threshold level. The I2C LCD screen displays the 

digitized output. A virtual terminal is added to the 

controller which represents the ESP8266 that will send the 

value to the cloud to perform the machine for the later 

process. The values are displayed in the LCD display. 

 

 
 
 Fig. 9: Hardware output of the proposed system 
 

The hardware output of the proposed system is 

shown in fig. 9. The various characteristics of human - 

Heart rate, sweat rate, temperature and spo2 predict the 

occurrence of cramp. Muscle cramp detected patients 

treated with heat therapy. Temperature at 40 0C – 45 0C 

with frequency of 100 – 1000 Hz gives optimum relief of 

muscle pain.  

 

      TABLE I. NORMAL READINGS 

  

The threshold values of moisture sensor is less 

than 500 ppm, Temperature is greater than 380 C, Heartrate 

is greater than 95 bpm, SPO2 less than 86%. The values 

obtained are shown according to the threshold values. 

 

Parameters Normal Abnormal 

Temperature 36.10 C – 37.20 C >38°C 

    Heart Rate 60 – 100 bpm >100 bpm 

SPO2 96% or more       < 96% 
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Fig. 10: Comparison of Muscle Contraction vs Sweat rate 

 

With the use of vital parameters, we can determine 

whether or not a muscle cramp has occurred. Muscle 

cramps cause an increase in heart rate, drop in oxygen 

saturation, rise in sweating, and an increase in body 

temperature. Figure 10 depicts the correlation between 

sweat rate and EMG signal in a muscle cramp condition. 

                 TABLE II. OBSERVED READINGS 

 

The observation reveals that subject 5 has low blood 

oxygen saturation level, high sweat rate and high body 

temperature. Similar to subject 5, subject 8 likewise notices 

increase in sweating and an increase in body temperature 

accompanied by an elevated heart rate. As a result, the Peltier 

module provide heat before any potential muscular cramps so 

they can be avoided. 

From the above readings it’s clear that, when bpm, 

SPO2, Temperature, Moisture Values are in normal rate, the 

Node MCU doesn't trigger the relay of Peltier module for 

treatment. If the parameters exceeds/falls behind its Preset 

threshold values the node MCU trigger the relay of Peltier 

module for therapy.  

 

 

 

 

   

V. CONCLUSION 

The implementation of this invention in fields of 

medicine promotes the real time health care monitoring. 

This simplest technique reduces the risk of painful, 

involuntary contraction of muscle. The proposed work is to 

detect the muscle cramp in an individual with or without 

any disease and to provide treatment using heating pad 

while travelling, sleep as well as during physical activities. 
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S.  

no 

Heart 

rate in in 

bpm 

Spo2  

in % 

Sweat  

rate in 

mg/l 

Temperature 

in 0 c  

Peltier 

 status 

1 89 94% 637.000 37.2 Peltier off 

2 87 80% 403.000 37.4 Peltier on 

3 96 79% 540.000 37.8 Peltier on 

4 75 86% 650.000 36 Peltier off 

5 94 76% 480.00 38.2 Peltier on 

6 85 90% 640.00 37.7 Peltier off 

7 88 99% 590.00 36.2 Peltier off 

8 104 88% 490.00 38.4 Peltier on 
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Abstract- Magnetic resonance imaging is the accepted 

standard for analyzing any deformation in brain. There are 

many biomarkers which can be considered for analyzing the 

effect of Alzheimer’s disease in brain. One such biomarker is 

the ventricle which expands during the progression of 

Alzheimer’s disease. Ventricle segmentation plays a vital role 

in the diagnosis. Automated segmentation approaches are 

preferred since manual segmentation takes a longer time. In 

this work, the magnetic resonance images are skull stripped 

using a combination of Fuzzy C-means clustering and the 

Chan-Vese contouring technique. segmentation of ventricle is 

performed by deep learning architectures, U-Net and Seg-

Unet on 1164 transverse MR images acquired from ADNI 

(Alzheimer’s Disease Neuroimaging Initiative) database which 

is an open-source database for carrying researches on 

Dementia. The features are extracted from the segmented 

images using ResNet-101 and they are classified using a 

classifier merger approach which consists of 3 classifiers. The 

final class label is obtained by majority voting on the 

individual classifier predictions. The results were compared 

and analyzed. 
 

Keywords- Alzheimer, FCM, Chan-Vese Contouring, Unet, 

Seg-Unet, Classifier Merger 

 

I. INTRODUCTION 

Dementia [1], is a term that relates to loss in cognitive 

function which affects the daily activities of an individual. 

The major cause of dementia in adults of age 65 and older 

is reported as Alzheimer's disease (AD), which accounts 

for almost two-thirds of all dementia cases. Alzheimer's 

disease is a neuro- degenerative disorder that results in 

gradual degradation of behavioral and cognitive abilities. 

The clinical stages of AD can be classified into Control 

Normal (CN), Early Mild Cognitive Impairment (EMCI), 

Late Mild Cognitive Impairment (LMCI), Alzheimer’s 

Disease (AD) [2]. During the progression of AD, the brain 

starts to shrink starting in the hippocampus region. The 
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effect of Alzheimer can be analyzed using many biomarkers in 

the brain. One such biomarker is ventricle which contains 

Cerebrospinal Fluid (CSF). In the due course of AD, ventricle 

enlarges due to the tissue degeneration in the surrounding area [3]. 

 

Sinaga et al [4] compared and concluded that proposed K- Means 

algorithm is fast and generic. In a similar work, Christ and Parvathy 

[5] concluded Fuzzy C-Means (FCM) clustering technique can be 

used for tissue segmentation in medical images. This algorithm is 

derived from fuzzy set theory. Chan and Vese [6] proposed an 

active contour model to detect the objects in a given image based on 

curve evolutions and level sets. The algorithm works towards 

minimization of energy in the neighboring regions by grouping the 

pixels. Ronneberger et al [7] proposed a convolutional architecture 

called Unet for segmentation with a limited number of training set 

images. The model depends more on data augmentation. 

Badrinarayanan et al [8] introduced a similar model called Seg-Net 

with a novelty that the decoder upsamples the lower resolution input 

feature map. Dinthisrang et al [9] combined the architectures of 

Unet and Seg-Net and implemented a hybrid deep learning 

architecture called Seg-Unet for tumour segmentation in brain 

MRI. Veluppal et al [10] extracted texture features using kernel 

density functions whereas Liu et al [11] implemented a hierarchical 

network to extract node based and edge-based  texture features. 

Cinar et al [12] compared commonly used deep learning models 

and concluded that ResNet-101 classifies brain tumors efficiently. 

Shaikh and Ali [13] proposed a novel classifier merger strategy to 

increase classification efficiency. The ensemble of classifiers 

provided a very low mean rate and an increased accuracy. 

 

The manuscript is organized as follows, Section II briefs the 

methodology of the work, the results and the corresponding 

discussions are provided in Section III and Section IV presents the 

conclusion. 
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                             II. METHODOLOGY 

 

MRI volumes considered in this work for studying the 

extent of AD were obtained from the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) Dataset. The acquired 

dataset is composed of 388 subjects as follows: 97 patients 

with severity level of normal, 97 patients with severity 

level of EMCI, 97 patients with severity level of LMCI, 97 

patients with severity level of AD. The flow of the work is 

depicted in Fig.1.  

 

      Fig. 1 Flow Diagram 

 

The first process done is skull stripping which is to 

remove the undesirable skull part from the MRI. Next 

process is segmentation. Since, biomarker is considered as 

ventricle, the ventricles are segmented using deep neural 

network from the skull stripped images. Deep features are 

extracted from the segmented ventricle images using deep 

learning network and are classified using classifier merger 

which contains conventional and deep learning network, 

with the merging rule as majority voting. 

 

A.  Skull Stripping 

 

The removal of the skull from Magnetic Resonance 

(MR) images is known as skull stripping. From an MRI of 

the brain, it entails distinguishing brain tissue from various 

non-brain tissues. 

 

i. Fuzzy C-means: 

 

FCM algorithm works by assigning membership values 

to each of the data points with respect to each cluster 

centre. The membership value is assigned on the basis of 

distance between the cluster centre and the data point. 

 

 

Smaller the distance between the data point to the              cluster centre, 

it is more likely that the data belongs to that cluster centre. The 

multiplicative lower frequency bias field estimation is used to 

modify fuzzy c-means clustering. The assigning of membership 

values allows a pixel to belong to multiple clusters. FCM operates 

by minimizing the object function: 
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���      (1) 

 

where the fuzzification of clustering is controlled by ‘q’, the fuzzy 

membership of data xi to the cluster with the centroid cj is u, and d 

is the distance between the data point and the centroid of cluster j. 

 

ii.  Chan-Vese Active Contour without edges: 

 

This algorithm is a method for segmenting regions. It utilizes 

curve evolutions as well as the level sets. The base for the Chan-

Vese algorithm is the Mumford-Shah model, which uses energy 

function for segmentation. The energy function formulated for the 

intensity of the u0 image in the point(x,y) separated by C contour 

into two regions in the Chan-Vese active contour algorithm is given 

in equation (2) 
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where '1 = '2 = 1, 1 = 0 are fixed parameters and � must be 

greater than or equal to 0. 
 

B.  Segmentation 

 

Semantic segmentation is popularly used to group individual 

pixels in an image belonging to the same class together. It is 

basically a pixel-level prediction since each pixel in an image is 

classified according to a class. 

 

i. Unet: 

 

Unet [7] is a fully linked Conventional Neural Network that 

successfully classifies images into semantic groups. The 

autoencoder network, which converts inputs to outputs, is the basis 

of the U-Net architecture. U-Net has two paths, an encoder path that 

contracts and a symmetric expanding path that expands, both of 

which are similar to an autoencoder network (decoder). The context 

of the input image is captured by U-Net encoder’s path. This path 

is nothing more than a convolutional and pooling layer pipeline. 

Transposed convolutions are used in the decoder path to enable 

accurate localization. 

 

ii.  Seg-Unet: 

 

The Seg-Unet architecture is a hybrid structure that combines 

features from the SegNet15 and U-Net architectures, both of which 

are widely used for image segmentation. In comparison with Unet, 
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each convolution block in SegNet has one more 

convolutional layer. It is included to match the third-

dimension feature map size. In the first convolution blocks 

of SegNet15, a skip connection inspired by U-Net is added. 

The skip connection allows features that were already 

captured in the corresponding encoder to be concatenated in 

the decoder, allowing for image reconstruction. This also 

eliminates the chance of loss of local information and 

promotes consolidation of finer contextual information at 

the up-sampling layer of the encoder. Each max-pooling 

layer loses some information during down-sampling. The 

depth concatenation layer is used to implement the skip 

connection. The use of batch normalization between the 

convolutional layers in the Unet model constitutes the Seg-

Unet model. 

  

C. Feature Extraction 

 

The key reason to go for feature extraction instead of 

direct classification is the reduction in the time taken in the 

whole process. Though the time taken is reduced same 

level of accuracy can be achieved. Transfer learning (TL) 

is the idea of training a model with fewer data. The target 

model does not have to be trained in TL from scratch. 

Using the idea of transfer learning, Fig.2 illustrates the 

model learning process. The pretrained ResNet-101 model 

is retrained on the segmented ventricle images and the skull 

stripped whole brain images. The deep features are 

extracted from the layer before the fully connected layer 

which is in the form of  a vector of dimension N × 2048. 

 

 

Fig.2 Transfer Learning applied to segmented ventricle images 
 

D. Classification 

 

Classification is the process of predicting the label of a 

particular image or a feature. This work utilizes a classifier 

merger approach for classification. The inputs to the 

classifiers are the deep features extracted using ResNet-

101. 

 

Classifier merger is a fusion of three individual 

classifiers namely Support vector machine (SVM), 

Random Forest (RF) and Extreme Learning Machine 

(ELM). The output classes from individual classifiers are 

merged using majority voting and the final class label for 

the input image is the class which is predicted by majority 

of the classifiers. 

 

 

III. RESULTS AND DISCUSSION 

 
Validating the results at each stage is necessary to conclude on 

the efficiency of the algorithms utilized in the work. The metric that 

is widely adopted to check the level of similarity between two 

images is the Dice Similarity Coefficient. It is given by equation (3) 

 

 2%�� 3%4%5$#%�+ �6�77��%��� � 

                                �∗9:/; <= <>/:?;@ <= AB�C/ @�D/?-
E<C;? �F�G/: <= AB�C/ @�D/?-

                (3) 

 

A. Skull Stripping 

 

Brain extraction tool is capable of skull stripping the images to a 

certain extent. It can be used as a ground truth image to be 

compared with the results of the skull stripping algorithms used in 

this work. The output images from the Fuzzy C-Means (FCM) and 

FCM with active Chan-Vese contouring are compared with the 

ground truth images. The dice score obtained for the algorithms are 

78% and 86% correspondingly. The FCM clustering algorithm fails 

due to the homogeneity in the images obtained from the ADNI 

dataset. On the other hand FCM with Chan-Vese contouring 

algorithm works perfectly on the dataset. The algorithm was able to 

strip all sized skulls. For the purpose of comparison between the 

two algorithms, a sample set of 100 images were considered. 

 

 

 
       

     Fig.3 FCM vs FCM-Chan-Vese Contouring algorithm 
 

 

Fig.3 is a plot between the sample image set on the x-axis and 

corresponding dice score on the y-axis for FCM and FCM with 

Chan-Vese contouring algorithms. The Dice score obtained in the 

sample set by FCM and FCM with Chan-Vese contouring 

algorithms are 56% and 85.3% respectively. Fig.4 and Fig.5 shows 

few skull-stripped images from the FCM with Chan-Vese 

Contouring  algorithm for Normal and Abnormal Categories. 
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a)                                         b) 

   Fig. 4 FCM-Chan-Vese contoured Normal brain 

           a) Original image b) Skull Stripped image 

 

a)                                         b) 
   Fig. 5 FCM-Chan-Vese contoured Abnormal brain 

          a) Original image b) Skull Stripped image 

 
 

B. Segmentation 

 

The segmentation of biomarker plays a vital role in analyzing 

the extent of Alzheimer’s disease in a subject. The ventricle 

segmented using Unet and Seg-Unet deep learning models are 

validated with the ground truth images which is manually extracted 

with the MIPAV open-source tool. Both the models were accurate 

in segmenting the ventricle with Seg-Unet marginally out- 

performing the Unet model. Similar to the case of skull stripping, a 

sample set of images are considered for comparison purpose. The 

Dice score obtained for the sample set is 89.3% and 91.3% by Unet 

and Seg-Unet models respectively. 

 
                                  Fig.6 Unet vs Seg-Unet segmentation results 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      a)                              b)                             c) 
          
        Fig. 7 Segmentation results of Unet and Seg-Unet for                                                                                                                     

normal brain 

                               a) Original image b) Unet result c) Seg-Unet result  
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   a)                            b)                                    c) 

 
Fig.8 Segmentation results of Unet and Seg-Unet for                                                                                                                                                                                                         

Abnormal brain 

                   a) Original image b) Unet result c) Seg-Unet result  
 

Fig.6 shows the plot between sample image set on x- 

axis and dice score on y-axis for Unet and Seg-Unet 

models. It is quite easy to understand the close margin of 

the considered models. The Dice scores obtained for the 

whole dataset is 86.35% and 87.85% by Unet and Seg-

Unet models respectively. Fig.7 and Fig.8 shows few 

images segmented by Unet in comparison with that of Seg-

Unet for normal and abnormal classes. 

 

C. Feature Extraction 

 

The deep features are extracted from the Resnet-101 

algorithm. The features are extracted before the final fully 

connected layer. A total of 4096 features from skull 

stripped whole brain images and its corresponding 

segmented ventricle images are obtained for a single 

subject. Fig. 9 portrays the heatmap of sample deep 

features obtained. 

 

D. Classification 

 

The deep features are fed as input to all three classifiers 

(SVM, RF and ELM) individually. The final output is 

obtained by majority voting on the individual classifier 

results, which is the output class label prediction from the 

classifier merger.  

 

 

 

The Tables I-III shows the confusion matrix obtained from the 

individual classifiers and table IV shows the confusion matrix of the 

classifier merger. 

 
Fig. 9 Heatmap of sample deep features 
 

 

Table I 

Confusion Matrix of SVM Classifier 

 

 
SVM 

Predicted 

Normal EMCI LMCI A D 

 
Actual 

Normal 58 0 0 22 

EMCI 0 73 0 14 

LMCI 0 0 69 26 

AD 0 0 0 91 

 

 

Table II 

Confusion Matrix of RF Classifier 

 
 

RF 
Predicted 

Normal EMCI LMCI AD 

 
Actual 

Normal 88 0 0 0 

EMCI 0 43 0 38 

LMCI 0 0 87 0 

AD 0 0 0 97 

 

 

Table III 

Confusion Matrix of ELM Classifier 

 
 

ELM 
Predicted 

Normal EMCI LMCI AD 

 
Actual 

Normal 88 0 0 0 

EMCI 0 43 0 0 

LMCI 0 27 72 0 

AD 0 0 26 97 

 
 

 

 

 

 ISBN: 979-8-3503-3816-4

Ninth International Conference on Biosignals, Images and Instrumrntations, SSNCE, Chennai, March 16-17, 2023

189



Table IV 

Confusion Matrix of Classifier Merger 

 

CLASSIFIER 

MERGER 

Predicted 

Normal EMCI LMCI AD 

 
Actual 

Normal 88 0 0 0 

EMCI 0 47 10 0 

LMCI 0 0 85 26 

AD 0 0 0 97 

 
Table V lists the corresponding classifiers and its 

accuracies. It can be easily understood that classifier 

merger which works by majority voting on the predictions 

of individual classifiers is able to provide a better accuracy 

than the individual classifiers. 

 

Table V 

Accuracy comparison between classifiers 

 

CLASSIFIER ACCURACY 

SVM 82.15% 

RF 86.95% 

ELM 83.22% 

MERGER 89.55% 

 
 
                                  IV. CONCLUSION 

 
MR brain images were obtained from the open source 

ADNI dataset and a total of 1176 images (97 subjects from 

each of the 4 classes) were used. Before the biomarker 

segmentation, skull stripping is performed to remove the 

skull which is of no significance in the Alzheimer’s disease 

prediction. The skull stripping process is carried out using 

FCM- Chan-Vese Contouring. The images are then 

subjected to segmentation by both U-Net and Seg- Unet 

models. Seg-Unet performed exceptionally in segmenting 

the biomarker. The segmented biomarker images are then 

passed through ResNet-101 for deep feature extraction. 

The concept of transfer learning is applied and the initial 

weights were taken as the imagenet weights. A total of 

2048 features are extracted from a single image. The deep 

features are provided to three classifiers namely SVM, RF 

and ELM classifiers. The classifiers are trained using 823 

samples and 353 samples is kept for testing. The 

accuracies obtained with individual classifiers are 82.15%, 

86.95% and 83.22% respectively. The accuracy obtained 

from classifier merger is 89.55%. This increase in accuracy 

is attributed to the majority voting merging technique. It 

gives the output class label as the class which is predicted 

by atleast two of the classifiers. 
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Abstract— Muscle fatigue is a condition where a muscle 

or group of muscles lose their ability to contract and 

generate force. This can happen due to a variety of 

factors, including prolonged physical activity, lack of 

oxygen, and depletion of energy stores in the muscle. 

The raw sEMG signal is extracted by means of gel 

electrode attached to biceps of right arm. The 

preprocessing method used in the work involves 

different order of filters to process the raw signal. 

Further, the filtered signal is also amplified using 

instrumentation amplifier. The designed hardware 

extracts the signal at a frequency range between 56 Hz 

and 170 Hz. Six statistical features are extracted from 

the filtered signal in the time domain. The extracted 

features are given to various trained machine learning 

models using different algorithms such as Random 

Forest (RF), Support Vector Machine (SVM) and 

Logistic Regression (LR). The highest accuracy of about 

87.5 % is achieved using random forest algorithm with 

the precision of 90%. The results that are obtained 

proves that machine learning methods can be 

used effectively to detect muscle fatigue from sEMG 

signals. The proposed method shows the propitious 

results in terms of accuracy and decisiveness. It can be 

used in areas such as sports training, rehabilitation, and 

ergonomics. This complete circuit is easy to produce 

and implement which could be used in the development 

of wearable and portable devices. 

Keywords— Muscle fatigue, sEMG, machine learning 

 

I. INTRODUCTION 

       Muscular system generates the electric signal, namely 
Electromyogram signal, which is essential to analyze the 
muscular activities, detection of muscular dysfunction or 
problems with signal transmission between nerve and 
muscle [1]. Muscle fatigue, which is common muscle 

tiredness or is a neuromuscular condition where muscle 
fails to initiate an activity with the required force. It is 
difficult to point the reason for muscle fatigue. 
Neuromuscular fatigue can be grouped under three 
headings. i) central fatigue ii) fatigue of the neuromuscular 
junction and iii) muscle fatigue [2]. Central fatigue arises 
due to prolonged exercise and also due to neurochemical 
changes in brain [3]. Common diagnosis processes include 
CT scans, MRI, nerve tests and blood tests. These are done 
to test the conditions of nerves and to check the signs of 
infections or other disorders. In this research, sEMG is 
chosen, which is non-invasive method of data acquisition 
from subjects [4]. sEMG signal, a bio signal that is 
generated in muscles during its contraction and relaxation 
representing neuromuscular activities [5]. Determining 
fatigue can be accomplished by measuring the force or 
power produced during a maximum voluntary contraction 
(MVC) test, which is a test of maximum effort intensity [6]. 
To understand the activity of muscles under normal and 
abnormal conditions sEMG is analysed. The acquired 
signal through the electrodes would be corrupted with 
noises such as noise from electrical equipment, ambient 
noise, ECG noise, motion artifacts, etc., [7]. The 
phenomena of shift of sEMG mean frequency and median 
frequencies towards lower frequency under isometric 
conditions to find the fatigue level of muscle [8]. The noise 
generated must be removed for further analysis. The typical 
range of sEMG signals is between 20 Hz and 500 Hz. The 
amplitude of the sEMG signal is concentrated between 0.01 
to 5 millivolts (mV) [9]. The acquired signal has to be 
amplified to the level as the signal lies within the noise 
level. The circuit should be designed such that it should 
have high input impedance, CMRR and accuracy. Also, the 
output impedance and noise factors should be low [10]. The 
placement of electrodes plays a important role in the exact 
acquisition of the signal. Once the signal is acquired, 
feature selection plays significant role in the classification 
of normal and abnormal signals. 
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Figure 1 Work flow of the proposed work 

II. METHODOLOGY 

      Figure 1 depicts work flow of overall proposed work. 
The sEMG is extracted from the subject with electrode 
attached to cleaned surface of biceps using circuit designed. 
The signal is digitized using Arduino UNO, and then 
recorded using computer. It is then fed to trained machine 
learning model. The machine learning model takes six 
time-domain features into account and classifies the signal 
into two conditions namely fatigue or non-fatigue. 

A. DESIGN OF HARDWARE 

1) INSTRUMENTATION AMPLIFIER 

AD620, an instrumentation amplifier which yields high 
accurate results. It is an 8 pin DIP IC. Its gain can be 
adjusted up to ten thousands. These amplifiers find its 
application in precise data acquisition. It presents low noise 
and input bias current. Due to its compactness, efficiency 
and low power usage, it is used in a variety of medical 
devices and applications. It is used in designing differential 
amplifier, where the extracted sEMG signal from two 
electrodes are given as an input and the amplified output is 
the difference between them [11]. 

                   

             Figure 2 Instrumentation amplifier  

      Instrumentation amplifier is designed using output 
voltage gain. Thus, the gain equation of instrumentation 
amplifier is given by equations (1) and (2). 

 

For any arbitrary gain, RG is 

 

 

 

 2)  BAND PASS FILTER 

     OP-Amp OP-07 is used for the purpose of filtering and 
as a final amplifier [12], which is low noise op-amp and 
has CMRR of 110 dB. The OP07 is available in 8-pin DIP. 
The designed filter here is 6th order bandpass filter. The 
filter gain is set to 10 to amplify the sEMG signal, which 
can vary from -10 to 10 mV, and utilize the full range of 
the amplifier without reaching saturation. The design of 
this 6th order filter is achieved by implementing three 2nd 
order filters simultaneously. The filter designed here is 
done using Butterworth. 

                

        Figure 3 Multiple feed-back band pass filter   

     Figure 3 depicts the circuit diagram of multiple feedback 
band pass filter. This filter is designed using equations (3) 
to (7) by choosing appropriate C1: 

 

     Here, A is the gain of the considered filter, f0 is its 
central frequency. fl and fh denotes the low and high 
frequencies respectively. The quality factor is denoted as 
QBP.. Increasing the order of filter will result in better noise 
removal, because of sharper response. Three 2nd order MFB 
band pass filter stages are used to construct 6th order band 
pass filter. It is mandatory to find the above mentioned 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 
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parameters for the filter design. For a band pass filter of 2nd 

order, the equations (8) to (14) are used. 

 

 

 

 

 

       Here, n is order of the filter, QLP and kLP is factors 
acquired from the table of approximation of Butterworth 
low pass filters of higher order. 3rd order low pass and high 
pass filter combinedly used to design the 6th order band 
pass filter. Considering the filter parameters as lower and 
higher cut-off frequencies are 50 and 150 Hz respectively 
and gain equal to 10, the results are obtained as follows: 

 

       Components were chosen carefully such that it 
produces the minimum difference between the calculated 
values of components (resistance and capacitance) and the 
conventional ones by carefully choosing capacitor C1 value 
in each filter stage. 

3) FINAL AMPLIFIER 

         The sEMG signal ranges from 0.01 to 5 millivolts 
(mV). This amplifier has been used to amplify output of 
filter, as it is difficult to adjust total gain of designed filters. 
Inverting amplifier is used and gain is defined by equation 
(Figure 4). The gain is adjusted here in this work by varying 
resistance values of Ri and Rf. 

 

Figure 4 Inverting amplifier circuit 

       The possible values of resistors designed to amplify to 
the range of interest are Rf = 30kΏ and Ri = 240kΏ. 

 

 

 

 

Figure 5 Circuit simulation using LTSpice 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 
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      Figure 5 shows complete circuit designed for 
extracting, amplifying and filtering sEMG signal which is 
simulated in LTSpice XVII. 

4)  ADC CONVERSION 

     The final amplified and filtered signal is analog in 
nature. It has to be digitized for further analysis. So, the 
signal is given to Arduino UNO for Analog to Digital 
conversion. It has 10-bit ADC, which converts it into digital 
form at a baud rate of 9600. It is then stored in the form of 
‘.txt’ or ‘.csv’ format. It is then reconstructed using Python 
programming for feature extraction. The features are 
extracted from the reconstructed signal and then are stored 
in ‘.csv’ format for further classification using machine 
learning classifier models. 

B. DATASET COLLECTION 

     sEMG dataset for training machine learning model is 
acquired from various subjects using data acquisition 
device. The participant’s demographic data were collected 
before recording of the individual signals. sEMG signals 
were recorded using BIOPAC MP36 data acquisition 
device. In data collection, SS2LB electrode lead set with 
sensor connector and non-invasive BPL-04 disposable and 
adhesive Ag/AgCl electrodes (5.00 x 3.5 cm size) were 
used. The relative location of forearm muscles were 
determined by physician. The BPL-04 solid gel electrodes 
were placed and sensors were calibrated. The subjects were 
asked to contract and relax their biceps with and without 
dumbbells. To minimize noises, all the data were collected 
in the same environment. Figure 6 shows placement of 
electrodes on bicep muscle. Figure 7 shows real time 
dataset acquisition. 

 

 

 

Figure 6 Placement of electrodes 

 

     The sEMG data was acquired from the right hand biceps 
of the subjects. There are two phases in recording process. 
Firstly, the subjects were asked to contract and relax the 
biceps, which corresponds to normal condition. Secondly, 
subjects were given a dumbbell of 3 Kg and were asked to 
lift it until their arm gets tired, and signal was recorded. 

 

        Figure 7 Data acquisition using electrodes 

     sEMG data was collected and recorded at a sampling 
frequency of 2 kHz in filtered form. Filtering is done using 
the sixth-order Butterworth band pass filter. The range of 
band pass filter is between 5 and 500 Hz with a second 
order notch filter at 50 Hz in order to eliminate various 
noises. The noises include motion artifacts, ECG artifacts 
and high frequency noises, which could be removed using 
software BSL 4.0 filtering options. The sEMG signals were 
recorded for duration of 8120 seconds. The amplitude of 
the sEMG signals was in the range of −5 to 5 mV. Figure 8 
shows typical sEMG signal recorded using BIOPAC MP36 
DAQ system. From the figure 7, it can be observed that 
sEMG signal is random bioelectric signal corrupted with 
noises. 

       

                    Figure 8 Typical sEMG signal 

C. DATA PREPROCESSING 

     The sEMG signals recorded were filtered with FIR 
bandpass filter with lower and upper cutoff frequency of 50 
and 150 Hz respectively using the filtering option in 
BIOPAC Software BSL 4.0. This filter applied is to remove 
noises such as ECG noise, Electrical equipment noise, 
motion artifacts, and cross-talk. The signals are then used 
for feature extraction. This signal classification approaches 
utilize time domain analysis. 

E. FEATURE EXTRACTION 

     Generally, EMG signals are classified using the 
different statistical features [4].  The features which were 
extracted are Peak-to-peak amplitude, Mean, Median, 
Skew, Kurtosis and Standard deviation. The above-
mentioned features were recorded in .CSV file for a 
window of 5 seconds.  
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The various features are given as follows: 

• MEAN 
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III. RESULTS AND DISCUSSION 

A. RESULTS OF HARDWARE DESIGNED 

      Circuit for sEMG extraction is designed using design 
equations (equations (1) to (14)) and was simulated in 
LTSpice XVII. Transient response and frequency response 
for circuit and filter is given below. Figure 9 shows input 
sEMG signal, filtered sEMG signal, and output signal of 
the circuit, which is amplified and filtered. Figure 9(a) 
shows extracted raw sEMG signal from biceps which is 
corrupted with noises. 9(b) and 9(c) shows output of filter 

which is amplified and filtered and output of final inverting 
amplifier stage which is to be fed to ADC convertor. 

     Transient response of circuit simulated in LTSpice 
produces voltages in the range of +10V to -10V after 
instrumentation amplifier stage, ranges of +14V to -14V 
after bandpass filter stage and final amplifier produces a 
maximum of 4.5V only.  

     The simulated circuit produces frequency response with 
central frequency of 79.2 Hz and gain of 35.86 dB with 
higher cut-off frequency of 161 Hz and gain of 32.89 dB 
and lower cut-off frequency of 59.8 Hz and gain of 32.86 
dB. 

     Transient response of circuit tested produces voltages in 
the range of +17.8 Vpp after instrumentation amplifier 
stage, ranges of +27.6 Vpp after bandpass filter stage and 
final amplifier produces a maximum of 5V only. The higher 
cutoff frequency was found to be 170 Hz. The lower cutoff 
frequency is found to be 56 Hz. 

      Figure 10 shows the frequency response of circuit. It 
shows that the sharpness of filter increases with increase in 
order and at six stage band pass filter produced cutoff 
frequency approximately equal to desired frequencies. 

     Figure 11 shows the output of designed circuit. The 
sEMG signal from electrodes is given to circuit and the 
circuit produced an amplified and filtered sEMG signal 
which is suitable to classification. The output signal sEMG 
is free from noises.  

       

 

 

Figure 9 (a) Extracted raw sEMG signal 

       

 

 Figure 9 (b) Output of filter 

 

         

  

                                                                           Figure 9 (c) Output of final inverting amplifier 
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Figure 10 Frequency response of circuit for different order of filters

            This signal will be given to ADC convertor and 
digital signal is received and converted to required type to 
be given to trained model. 

 

Figure 11 Amplified and filtered sEMG signal output of 
circuit 

B. RESULTS OF DATA PRE-PROCESSING METHOD 

A Sample of 50 normal condition signals and 50 
fatigue conditioned signals were taken and data pre-
processing techniques were applied to filter noise such as 
ECG noise, Electrical equipments, motion artifacts, cross 
talk. The required sEMG signals were filtered with FIR 
band pass filter with lower cutoff frequency and upper 
cutoff frequency of 50 Hz and 150 Hz respectively using 
filtering option in software BSL 4.0. Figure 12 shows a 
typical sEMG signal with noises before applying band pass 
filter. Figure 13 shows sEMG after removing noises using 
band pass filter. 

 

Figure 12 sEMG signal without band pass filter 

 

 

Figure 13 sEMG signal after using band pass filter 

 

C. RESULT OF CLASSIFICATION MODELS 

      The models were given with test data and performance 
of various machine learning models on dataset is listed in 
Table 3.1 Classifier model trained using dataset include 
Logistic regression, RF and SVM classifiers. Random 
forest classifier model outperforms all other models in all 
metrics. Overall accuracy of model is high in Random 
Forest. In SVM, even though accuracy is low, it has good 
precision score. Recall score is also high in Random Forest. 
Thus, Random Forest has good accuracy, high precision 
and recall score, so it produces less misclassification. 

 

 

Figure 14 Confusion matrix of Random Forest 

Table 1 Comparison of different models and its performance metrics 

               2nd order  

 4th order 

                    6th order 

Frequency in Hz 

G
ai

n 
in

 d
B

 

Time (s) 

A
m

pl
it

ud
e 

(m
V

) 

Time (s) 

A
m

pl
it

ud
e 

(m
V

) 

Ninth International Conference on Biosignals, Images and Instrumentations, SSNCE, Chennai, March 16-17, 2023

ISBN: 979-8-3503-3816-4
196



 

Trained classifier models were given test data. Figures 14, 
15 and 16 shows the confusion matrix of RF classifier, 
Logistic regression and SVM classifier respectively. 

             

Figure 15 Confusion matrix of Logistic regression 

 

Figure 16 Confusion matrix of SVM 

IV. CONCLUSION 

      In this work, the extraction of sEMG is done using 
circuit designed, and the detection of muscle fatigue from 
sEMG signal is done using Logistic regression, RF and 
SVM classifiers. Original signals were obtained by placing 
gel or patch electrodes on cleaned surface of biceps with 
reference electrode was placed on bony part of hand. The 
circuit designed produced sEMG output which was an 
amplified and filtered version of raw sEMG signal and it 
was given to computer for processing. The trained machine 
learning model uses six-time domain features for 
classification. The algorithms used were Logistic 
regression, RF and SVM classifiers. These classifiers 
performed well for the prepared dataset. Random Forest 
classifier model with 87.5% overall accuracy, outperforms 
other models. Support Vector Machine classifier equally  

 

performed well with overall accuracy of 83.3%. Thus, it can 
be concluded that Random Forest classifier could be used 
to differentiate sEMG signal for fatigue and non-fatigue 
conditions. 
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Abstract—The particle filter is known to be a powerful tool for
the estimation of time varying latent states guided by nonlinear
dynamics and sensor measurements.Particle filter’s traditional
resampling step is essential because it avoids degeneracy of
particles by stochastically eliminating the small weight particles
that do not contribute to the posterior probability density
function and replacing them by copies of those having large
weights. Nevertheless, resampling is computationally costly since
it requires extensive and sequential communication among the
particles. This work proposes a novel method of particle filtering
that eliminates the need for resampling and prevents degeneracy
by substituting low-weight particles with a simple cutoff decision
strategy based on the cumulative sum of weights. The proposed
scheme limits replacement over only a few important particles
and hence substantially accelerates the filtering process. We
show the merits of the proposed method via simulations using
a nonlinear example and also apply the method for tracking
harmonics of real biomedical signals.

Index Terms—Particle filtering, resampling, resampling-free
particle filter, root mean square error, computational time

I. INTRODUCTION

Many scientific problems require sequential estimation (or
tracking) of the latent state of a dynamic system using noisy
sensor observations. The appropriate solution for problems as
this is Bayesian state estimation [1]. The particle filter (PF)
[2], [3] is known to be a powerful nonlinear nonGaussian
Bayesian state estimator. The filter operates on the principle of
approximating the posterior pdf by a set of weighted samples,
which in this context are known as particles and the higher
the number of particles the accurate the representation of the
pdf. The PF comprises of two steps. The first, sequential
importance sampling (SIS) specifies the process of propagating
new particles at each time sample and updating their weights,
and the second, the resampling, that replaces (or duplicates)
the lower weight particles by those having larger weights so
that the PF is a better representation of the posterior [4], [5].
The interest of this paper is in resampling.
The stochastic resamplers are the fundemental class of re-
samplers most conventionally used in PFs. One of the first
resampling methods, the multinomial selection [2], operates by
first evaluating the cumulative sum of the normalised particle
weights and then finding a value of the sum greater than a
random sample drawn from U(0, 1). Sampling from the full

* Corresponding author.

interval (0, 1) outcomes in large Monte Carlo error variance.
This problem was overcome in the stratified [6] and systematic
[3] resampling that divide the interval (0, 1) into strata and
draw one sample per particle from each stratum. The residual
resampler [7] improved upon these by duplicating the particles
stochastically using principle of proportional allocation. The
stochastic resamplers are known to be theoretically accurate
as they display the posterior distribution in a unbaised manner
pdf. That being said, using resampling to improve upon previ-
ous random sampling involves sequential search and extensive
communication overhead within all the particles. This leads to
enormous computational complexity and hence impedes the
use of more particles for accurate estimation and leads to
difficulty in hardware realisation [8].
The Gaussian particle filter (GPF) [9], on the other hand,
is a resampling-free PF approach that operates by assuming
the densities are Gaussian. The method is fast but suffers
from estimation bias. Among other classes of resamplers,
the partially deterministic resamplers [10] use thresholding
techniques to reliably reproduce large-weight particles and
randomly sample the smaller-weight ones. For the treatment
of the inefficient replication of large-weight particles, similar
methods were presented by Fearnhead [11], Barembuch et al
[12] and Choppala et al [13]. A review of recent advances in
resampling can be found in [8], [14].
This paper proposes a novel and simple PF approach that
does not involve traditional resampling over all the particles
but replacement across a few low weight particles. The key
idea here is to determine the large weight particles using a
cutoff of the cumulative sum of the weights and retaining
them, and then replace the low weight particles using those
having large weights. This replacement scheme avoids the
need to resample all the particles and thus minimises the
communication overhead to over only a minimum number of
particles. The key benefit of this approach is the ability to
achieve accelerated filtering when compared to the standard
PF with stochastic resampling.
The rest of the paper is organised as follows. Section II
describes the PF approach and the need for conventional
resampling. Section III proposes the proposed resampling
free PF. Sections IV and V present a evaluation study and
application to tracking harmonics of rhythmic biomedical
signals. We finally conclude in section VI.
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II. PARTICLE FILTERING

Using all available data, Bayesian state estimators attempt to
iteratively estimate a posterior pdf for the hidden target state
is given by p(xt|y1:t), t = 1, · · · , T where the real-valued
hidden target state is xt ∈ Rdx at time instant t ∈ N and
the sequence x1:t = {x1,x2, · · · ,xt} is a hidden Markov
process with initial distribution p(x0) and the Markov state
transition pdf xt|xt−1 ∼ p(xt|xt−1, θ) with dx denoting
the state dimensionality, and the sensor observation yt ∈
Rdy is conditionally independent of previous observations
y1:t−1 = {y1, · · · ,yt−1} given the state at time t and follows
Density of observations, denoted by p(yt|xt,θ) Observation
dimensionality is denoted by dy . For simplicity, we will
ignore from now on that the model also has a vector of known
parameters denoted by the θ.
As part of the Bayesian recursion, the pdfs are represented
by the PF as an approximation utilising a collection of
weighted particles. Take the posterior pdf of the target state
{xi

t−1, w
i
t−1}Ni=1 to be a collection of N weighted particles

p(xt−1|y1:t−1) at time t − 1. In order to advance to time
t, the PF creates a new ensemble of particles from the
current ensemble, using a proposal distribution q(.) as its seed
x̄i
t ∼ q(xt|xi

t−1,yt) and then weighs them using the new
observation according to

w̄i
t = wi

t−1

p(yt|x̄i
t)p(x̄

i
t|xi

t−1)

q(x̄i
t|xi

t−1,yt)
, i = 1, ..., N (1)

and normalises the weights. But nevertheless, the disparity
in weights grows after a few rounds, resulting in decadence.
Decadence causes the PF to completely diverge/bias from the
true target state. The solution to this is resampling. Conven-
tional resampling methods that accomplish this obtains a new
weighted set of N particles {x̄i

t, w̄
i
t}Ni=1 −→ {xi

t, w
i
t}Ni=1

as follows [4], [5]; for i = 1, · · · , N , we sample an index
j(i) distributed according to the probability P(j(i) = m) =

w̄m
t ,m = 1, · · · , N and assign xi

t = x̄
j(i)
t and set wi

t = 1/N .
The weights are then normalised and this weighted particle set
is representative of the posterior at t as

p(xt|y1:t) ≈
N∑
i=1

w̄i
tδ(xt − x̄i

t) =

N∑
i=1

1

N
δ(xt − xi

t) (2)

where δ(.) is the Dirac-delta function.
Inferring that this resampling is consecutive and compre-

hensive across all particles is assumed. As a result, computing
the PF is a significant expense. One approach to mitigate
the computational complexity is to resample only when the
estimated effective sample size (ESS), defined as,

ESS = 1/

N∑
i=1

(w̄i
t)

2 (3)

falls below a certain threshold. That being said, highly
nonlinear models or highly manoeuvring targets and/or low
noise scenarios cause high degeneracy and require frequent
resampling. In the subsequent section, we propose a novel

resampling-free approach the PF will run much faster as a
result.

III. PROPOSED PARTICLE FILTER

In this section, we propose the resampling-free PF ap-
proach. Let the sampled particles and the normalised weights
{x̄i

t, w̄
i
t}Ni=1 be obtained from (II) and (1) respectively. We

then rearrange them in accordance to the ascending order of
the weights as

{x̄i
t, w̄

i
t}Ni=1 : w̄1

t ≤ w̄2
t , · · · , w̄N

t

The weights are then divided by the weight of the N th particle
as

c = {cit = w̄i
t/w̄

N
t , i = 1, · · · , N} (4)

so that the maximum value cNt is limited to one. It can be
understood that the function c1:Nt is a monotonically increasing
function and mimics the cumulative sum. We then determine
the first index î at which the increasing scaled weights
{c1t , c2t , · · · , cît, · · · , cNt } is greater than a chosen threshold γ
as

c∀i≥î
t ≥ γ (5)

We now determine the set of dominant set of indices D that
will be retained as

D = {̂i, î+ 1, · · · , N} (6)

Figure 1 shows the increasingly scaled weights for weights
that are moderately peaked (moderately informative) in blue
to being very peaked (or highly informative) in red. It can
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Fig. 1. The function c for different cases from not-so-peaky to very
peaky weights.

be observed that bigger value of γ and peaky weights cause
very few very high weights to be gathered in the dominant
set. For moderate weights and γ value, more particles would
be gathered into the dominant set. We aim to retain the set of
particles with indices contained in D and use them to replicate
others, hence the value of γ that determines the set should be
chosen carefully. In this paper, we set γ = 0.8.
The non-dominant set of î − 1 particles, i.e., those having a
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weight less than γ are eliminated and a new set of samples
si=1,··· ,̂i−1
t are drawn instead as follows, sample a set of
î − 1 samples uniformly at random, with replacement, from
the set of dominant particles x̄i∈D

t . The final set of particles
will contain the new sampled particles {sit}î−1

i=1 appended with
the particles corresponding to the dominant set {xi

t}Ni=î
. It

should, however, be noted that the new set contains replicates
of particles corresponding to the dominant set, therefore for
very peaky weights (very low noise condition), we may run
into the problem of very few particles replicating the entire
new particle set causing degeneracy. To avoid this, we perturb
the new samples by a small regularising factor as

sit = sit + u, u ∼ N (0, ϵ ≪), i = 1, · · · , î− 1 (7)

Then the final set of particles are arranged and their weights
are then computed according to

x1:N
t = {si=1,··· ,̂i−1

t ,xî
t,x

î+1
t , · · · ,xN

t } (8)

wi
t = p(yt|xi

t), i = 1, · · · , N (9)

Figure 2 illustrates the proposed approach at a single time
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Fig. 2. An illustration of the proposed PF approach at one time instant.
The left top panel shows the stem plot of the particles and weights
obtained from (II) and (1). The right top panel corresponds to the
increasing ordered function c from (4); î = 447 is shown using a
red dot. The bottom panel shows the original weighted samples in
blue and the final resampled particles and weights obtained from (8)
and (9) in red.

stamp. The original particles, with N = 500, are sampled
according to p(x) = N (1, 1) and weighed as p(y = 0.1|x) =
N (x, 0.1). For γ = 0.8, we have î = 447 (shown as a red
dot on the monotonically increasing scaled weight function c
shown in the right top panel), meaning that samples from index
447 to 500 are retained and 1 to 446 samples are drawn from
the retained ones. The final resampled set shown in the bottom

panel and it can be observed that the low weight particles are
effectively eliminated and new samples are drawn from regions
of high importance (weight).
The key merits of the proposed method is that resampling of
particles is now minimised to over only those having high
weights while the conventional method resamples across all
the particles. This proposition substantially accelerates the
filtering process. The proposed method, however, does not
contribute to the estimation accuracy anymore than does the
standard particle filter. In the subsequent section, we evaluate
the performance of the proposed method.

IV. EVALUATION

In this section, we present the evaluation of the proposed
PF compared with the standard PF using the popularly used
systematic resampling for the popularly used nonlinear growth
model. Consider the nonlinear state space model

xt =
xt−1

2
+

25xt

1 + x)2t
+ 8cos(1.2t) + at (10)

yt = tan−1(xt) + et (11)

for t = 1, · · · , T = 100 where the process noise random
variable is at ∼ N (0, τ2 = 5) and the observation noise
random variable is at ∼ N (0, σ2 = 0.1). We evaluate 4
cases: (a) proposed fast PF CASE 1 - with no additional
resampling, (b) proposed fast PF CASE 2 - with resampling
if ESS/N ≤ 0.3, (c) standard PF CASE 1 - with systematic
resampling at all time instants, and (d) standard PF CASE 2 -
with systematic resampling only when ESS/N ≤ 0.3. All the
simulations are averaged over 200 Monte Carlo runs.
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Fig. 3. The estimated ESS versus the time instant t for N =
25, 100, 1000, 10000.

Firstly, Figure 3 shows the degeneracy effect in the proposed
filter for different values of N . The most important benefit
of the suggested approach is that it avoids degeneracy by
eliminating particles having low weights and sampling new
ones instead using particles having large weights. Accord-
ingly, The suggested method’s ESS has been shown to stays
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high throughout the simulation thus overcoming degeneracy
whereas the standard PF with continuous resampling suffers.
It can also be observed that the sample size N does not
effect the impact of degeneracy on either filters. This is due
of the highly nonlinear nature of the target dynamics that
cause the filter to diverge easily. Figure 4 shows the CASE
2 of the proposed and the standard PF. It is clear that the
proposed PF’s ESS remains over the resampling threshold
since it samples from strategically significant places hence
does not require additional resampling, whereas the standard
PF requires resampling at least 20% of the time.
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Fig. 4. The estimated ESS versus the time instant t for N =
25, 100, 1000, 10000.

Now that we have established that the proposed filter does not
suffer from degeneracy, we focus on the computational time
and tracking accuracy. In the Figure 5 the left panel shows
the RMSE versus the computational time (in seconds) Tc for
the values of N ∈ (100, 10000). The initial value at N = 100
is depicted using a solid dot. It can be understood that the
standard PF shows higher tracking accuracy but requires pro-
portionately higher computational time than the proposed filter.
The gain in terms of the computational time in the proposed
filter is by virtue of minimising communication overhead
within particles by resampling across only a few particles. An
accurate measure of the tradeoff between computational time
and tracking accuracy is the T×RMSE defined as

T ×RMSE = Tc ×RMSE (12)

A low value of T×RMSE is desired as both the computational
time and the tracking error is desired to be small. The right
panel of Figure 5 plots the number of particles against the
T×RMSE. It can be observed that when the computational
time and the tracking accuracy are taken cojointly, the pro-
posed filter exhibits superior performance which increases
with the sample size N . For N = 100, 500, 1000, 5000, 10000,
the standard PF CASE 1 (resampling all the time) exhibits
3.3806, 10.3886, 15.0777, 22.8699 and 24.3066 times higher
T×RMSE than the proposed PF CASE 1 respectively. Also
the standard PF CASE 2 (conditionally resampling) exhibits
0.88150, 2.28424, 3.35400, 4.78495 and 5.06672 times more
T×RMSE than the proposed PF respectively. This establishes

that the proposed method exhibits superior performance over
the standard PF in terms of the combined measure of accuracy
and computational time.
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Fig. 5. The top panel shows the RMSE versus computational time (in
seconds). The bottom panel shows the T×RMSE versus the number
of particles.

Finally, we show how the proposed filter scales with noise.
Table I shows the RMSE, the computational time and the
T×RMSE for a low noise (σ2 = 0.1) and a high noise
(σ2 = 2) with N = 1000. During low noise, the weights
are very peaky (informative). This peaky nature leads to
particles near the tails to have small weights. Several particles
having small weights lead to degeneracy, and we need to
resample often to avoid it. Resampling often in the standard PF
leads to high computation complexity, whereas the proposed
filter does not suffer from this problem as it always ensures
that the sampled set of particles are drawn from regions of
importance/information. It can be observed from the table that
standard PF exhibits very high T×RMSE even when resam-
pled fully or intermittently. During high noise, the weights
are moderately peaked and this does not require frequent
resampling. Hence it can be observed from the table that the
% increase in T×RMSE of the standard PF over the proposed
is not as much as the case is for low noise.

V. APPLICATION TO BIOMEDICAL SIGNAL TRACKING

We finally employ a challenging problem of tracking multi-
ple harmonics in periodic rhythmical signals [15], [16]. These

Ninth International Conference on Biosignals, Images and Instrumentations, SSNCE, Chennai, March 16-17, 2023

ISBN: 979-8-3503-3816-4
202



Measure σ2 Stan PF CASE 1 Stan PF CASE 2 Prop PF
RMSE 0.1 2.3346 2.3351 3.1092
RMSE 2.0 4.5982 4.5949 5.8693
Tc 0.1 1.2455 0.1848 0.0620
Tc 2.0 1.2807 0.1848 0.0659

T×RMSE 0.1 2.9080 0.6468 0.1928
T×RMSE 2.0 0.2661 0.0795 0.0967
↑ T×RMSE 0.1 1407.7 175.1 -
↑ T×RMSE 2.0 235.40 -17.82 -

TABLE I
THE TABLE SHOWS THE RMSE, THE COMPUTATIONAL TIME (IN SECONDS) Tc , THE T×RMSE AND THE % INCREASE IN T×RMSE FOR THE STANDARD

PF CASE 1 (RESAMPLING ALL THE TIME), STANDARD PF CASE 2 (CONDITIONAL RESAMPLING) AND THE PROPOSED FAST PF (WITH NO
RESAMPLING). THE LAST TWO ROWS SHOW THE % INCREASE IN THE T×RMSE OF THE STANDARD FILTERS OVER THE PROPOSED FILTER.

signals are a model of the biomedical signals including the
electrocardiogram (ECG) signals. The measurement model for
this example is

y(t) =

Nh∑
k=1

(
ak,tcos(kθt) + ak,tcos(kθt)

)
+ ȳt + et (13)

where Nh is the known number of harmonics, θt is the
instantaneous phase of the fundamental frequency, ȳt is the
signal mean (assumed known), ak,t and bk,t are the sinusoidal
coefficients and et ∼ N (0, σ2) is the additive white measure-
ment noise variable. The state variables that transit over time
are defined as

θt = θt−1 + 2πtsft (14)
f̄t = g[f̄t−1 + uf̄ ,t] (15)

ft = f̄t−1 + α(ft−1 − f̄t−1) + uf,t (16)

ak,t ∼ N (ak,t−1, 10
−2), k = 1, · · · , Nh (17)

bk,t ∼ N (bk,t−1, 10
−2), k = 1, · · · , Nh (18)

for t = 1, · · · , T where ft is the fundamental frequency, f̄t is
the mean fundamental frequency, ts = 1/fs is the sampling
interval, α = 0.99 is the auto-regressive coefficient assumed
to be known and the Markov state transition noise variables
are uf,t ∼ N (0, 10−4) and uf̄ ,t ∼ N (0, 10−6). The mean
frequency is assumed to follow a nonlinear reflecting function

g[f ] =


fmax − (f − fmax), if fmax ≤ f,

f, if fmin ≤ f ≤ fmax,

fmin + (fmin − f), if f ≤ fmin

(19)

The state space is now 2Nh + 3 di-
mensional and the state vector is xt =
(θt, ft, f̄t, a1,t, a2,t, · · · , aNh,t, a1,t, a2,t, · · · , aNh,t)

⊤. The
reader is referred to [15] for more detailed description of the
model.

The real data is obtained from [17] which were originally
taken from the PhysioNet service (http://www.physionet.org)
from the MIT-BIH Arrhythmia database. Three ECG signals
corresponding to the normal sinus rhythm class are taken. Each
ECG signal is sampled at fs = 360 Hertz and we use a 3.3
second signal containing T = 1200 samples. We set Nh =
5, fs = 360Hz, fmax = 1, fmin = 5 Hertz, ȳ∀t = 0, σ2 =
E(y1:T )/10. The initial state values are set to θt=0 = 0 and

ft=0 = 2, f̄t=0 = 1.5 Hertz. Since the original model (ground
truth) is unavailable for real data, we show the normalised
mean square error (NMSE) measure defined as

NMSE =

∑T
t=1(yt − ŷt).

2

(yt − ȳt).2
(20)

where .̂ is the estimated value. The NMSE hence captures
the similarity between the received noisy measurements y1:T
and the estimate of the measurement ŷ1:T obtained from the
estimated target state x̂1:T , and a value of less than one
indicates good harmonic tracking [15]. We show the estimated
measurements in Figure 6 and the NMSE values, averaged
over 50 Monte iterations are shown Table II.
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Fig. 6. The left panels correspond to the proposed PF harmonic tracker for
the 3 ECG signals and the right panels to the standard PF. The measured
signal is shown in red and the 50 Monte Carlo simulations of the estimated
signal are shown in gray.

It can be observed that the proposed method shows an
improvement of 83.87%, 82.43% and 82.43% (% reduction in

Ninth International Conference on Biosignals, Images and Instrumentations, SSNCE, Chennai, March 16-17, 2023

ISBN: 979-8-3503-3816-4
203



Data1 Data2 Data3
E(NMSE) Proposed 0.10976 0.13175 0.12995
E(NMSE) PF 0.62687 0.74569 0.69508

V ar(NMSE) Proposed 0.000036660 0.0011593 0.00034820
V ar(NMSE) PF 0.026454962 0.0041143 0.05708340

T (s) Proposed PF 12.891 15.286 32.131
T (s) PF 32.317 44.880 49.303

TABLE II
THE MEAN AND VARIANCE OF THE NMSE VALUES OVER 50 INDEPENDENT SIMULATIONS FOR THE REAL ECG DATASETS.

NMSE) over the standard PF in terms of NMSE. It can also be
observed that the proposed method exhibits an improvement of
60.37%, 65.89% 34.88% (% reduction in computational time)
in computational time (taken in seconds). This evaluation study
has shown that the proposed resampling-free fast PF approach
substantially accelerates the filtering operation as it involves
replacing only a few large weight particles. Also the proposed
method adds in terms of tracking accuracy by leveraging the
proposed replacement strategy on the high weight particles.
The MATLAB code developed for this model is available
at bit.ly/3IPLOoH. The study of the proposal for high noise
conditions will be explored in the future.

VI. CONCLUSION

To get over degeneracy and focus the particles on the most
important areas, the resampling step in the particle filter is
essential. This aids in accurate exploration of the state space by
the particles. However the conventional resampling methods
involve a computationally expensive sequential operation over
all the particles. This paper proposed a resampling free PF
approach to overcome the computational overhead suffered by
the traditional PF. The key idea here is to form a monotonically
increasing function of the weights (scaled to a maximum
value of one) and then determine a set of important indices
with large weights using cutoff thresholding and replicate
the others using the particles corresponding to the important
indices. The key benefit of this proposition, as evidenced in
the evaluation results is that we avoid degeneracy and filter
is substantially accelerated. The proposed method has been
successfully applied to track harmonic frequencies in real
biomedical signals. In the future, we aim to adapt the value
of the threshold in order to capture the tails of the posterior
density accurately.
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Abstract— This paper focuses on applying an algorithm for 

real-time blur detection in fundus images via hardware 

acceleration. Blur in fundus images is caused due to many 

factors, but most of the time, with a reasonable degree of 

accuracy, they could be classified as motion blur. A motion blur 

could be modelled as an image convolved with a blur transfer 

function. Blur metrics are identified via techniques such as Haar 

DWT as it gives reasonable accuracy for most types of linear 

blur. First, a hardware architecture using Verilog HDL is 

created that computes the edge maps of images. This 

architecture is based on a novel algorithm that encompasses a 

series of Haar DWT Units. The simplicity and flexibility in this 

proposed architecture allow any kind of software or hardware 

platform to integrate the proposed model with very little to no 

modification, onto them. Subsequently, the IP core for the 

proposed architecture is developed, which can be further 

extended into an SoC, which can then be programmed onto a 

suitable FPGA system, which could then be uploaded with 

images that get classified as blurred and clear images. The on-

chip processing system of the FPGA-SoC reads the image data 

and sends it to the Blur Detector IP via the DMA IP in the SoC. 

The whole process uses a double-buffered design in order to 

reduce IP stall time and increase efficiency. 

Keywords—Fundus Images, Blur Detection, Haar DWT, IP 

Core, Xilinx Vivado, FPGA 

I. INTRODUCTION 

In today’s era, digital images are ubiquitous. They have 
found their usage in almost every single modern application. 
One such important usage of digital images is in the pathology 
assessment of fundus in several specimens. Fundus refers to 
the interior portion of human eye, and comprises of the retina. 
Fundus images are captured using various cameras at various 
locations. As a result, there are numerous images of varying 
quality, some of which have pathologies that are either 
artificially created or cannot be readily seen. An 
ophthalmologist should review these poor-quality images and 
obtain new ones if necessary [1]. In order to perform digital 
image processing techniques such as compression, 
enhancement, restoration, and so on successfully, it is required 
that the image is devoid of motion blur [2]. Motion blur is 
defined as the de-focusing of parts or the entirety of the image 
due to the relative motion between the image background and 
the image capturing device, typically a camera [3]. As a result 
of motion blur, loss of clarity arises which makes the 
processing of images to be difficult. For example, object 
detection in images requires the images to have great clarity. 
Thus, motion blur tends to pose a serious issue for image 

processing techniques, and early detection of motion blur 
must be done in order to find out whether the image is ready 
to be pre-processed for several applications.  

Image blur detection is one of the most fundamental 
applications in the field of image processing, and it is often 
performed at the start of any image restoration method. There 
have been numerous numbers of reference image blur 
detection approaches that are proposed. A wide variety of blur 
detection algorithms have been presented till date. The blur 
metrics for these techniques are derived from a variety of 
different methodologies , including the Haar DWT, Sobel 
edge detection, DCT, and cosine transformations [4]. The 
Haar discrete wavelet transform is the most basic of these 
techniques, and it may be implemented on hardware without 
requiring a large number of resources. 

Hardware–Software Codesign techniques are geared 
toward the design of embedded system cores and System-on-
Chip (SoC) cores, both of which entail the integration of 
memory and ASIC blocks, DSP and microcontrollers, and 
interface peripherals [5]. Traditionally, a system is divided 
between hardware and software components, which are 
designed independently of one another with the exception of 
some common standards that are required owing to 
compatibility difficulties. Because of the increasing size of 
systems and the growing significance of power consumption, 
a new trend emerged to take into account the entirety of the 
system design process. This trend attempted to reduce the 
amount of design challenges by splitting the different system 
jobs early in the system design process between the system's 
hardware and software. The goal of these techniques is to 
determine, for a particular application, the ideal method of 
work splitting and assignment between software that is 
running on hardware such as FPGA and ASIC cores. The 
system tasks are divided between software parts that run on 
the core of a general microprocessor and sections of hardware 
that run on ASIC cores in this technique. The goal of this 
strategy is to reduce the overall amount of power that is being 
wasted by the system. [6] 

In order to detect the presence of linear blur in static 
images, a novel hardware architecture needs to be developed, 
that is capable of determining the intensity of blur in images. 
This architecture must contain a blur detector unit that follows 
a certain algorithm which gives out the intensity of blur by 
computing the edge-map of images. After developing the 
architecture, the IP for a fully optimized System-on-Chip must 
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be generated using Xilinx Vivado Design Suite which 
incorporates the designed core blur detection unit. 

The work presented in this paper is described as follows: 
Section 2 presents the related work undergone and section 3 
illustrates the algorithm used for blur detection in hardware. 
Appropriate mathematical expressions and tabulations are 
added in this section which provide more information about 
the Discrete Wavelet Transform Function that is used in the 
blur detection algorithm. Section 4 contains the proposed 
design methodology that was followed during the course of 
the project. It follows a top-down approach, where the overall 
block diagram for the entire project is given; followed by 
separate sub-sections explaining the hardware designs 
undergone for this project. Section 5 discusses the results 
obtained at various stages of the hardware accelerator. This 
includes the results obtained during the IP Core generation. It 
also presents the utilization summary, along with power and 
timing summary. Section 6 presents the project conclusion 
and further work that is intended to be done. 

II. RELATED WORK 

Significant research has been made in the niche area of FPGA 

based accelerators for image processing applications – 

particularly on image blur detection. Rezk A. A., et. al. [6], 

have proposed an FPGA based IP core, that is capable of 

performing blur detection, compression and encryption via 

parallel processing. Their work presents a novel architecture 

that can detect blur and at the same time perform image 

compression and chaotic compression on-the-fly. Askari 

Javaran, et. al. [7], have designed a blur metric that estimates 

linear motion blur parameters. Their work presents the most 

important parameters that need to be considered for 

estimating blur percentage in static images. Additionally, 

their paper also explains how to produce the Point Spread 

Function once we compute the blur parameters. Li Yang [8], 

has proposed an algorithm that detects motion blur from 

photographs and later performs image restoration. It 

introduces the fractional derivative approach to estimate 

motion blur parameters. Koik B. T., et. al [9] have developed 

a set of blur detection algorithms for image segmentation. 

They have used methods such as non-reference (NR) block, 

wavelet-based histograms and blind image de-convolution 

for developing the blur detection algorithm. Marais, et. al, 

[10] have developed a defocus blur metric that may be used 

to assess the quality of blind images. They present a spectral 

subtraction technique variant based on a power spectrum 

surface of revolution that outperforms already existing direct 

deconvolution methods for defocus detection. This strategy 

has been proven to be effective for discriminating between 

blurred and clear images. 

III. THE BLUR DETECTION ALGORITHM 

In the field of mathematics, a Haar wavelet is defined as a 

succession of rescaled functions that have a "square-shaped" 

shape and, when combined, constitute a wavelet family or 

basis [11]. Wavelet and Fourier analysis may both represent 

a target function across an interval as an orthonormal basis. 

Fourier analysis is a kind of wavelet analysis. It is now 

generally accepted that the Haar sequence was the first 

known wavelet basis, and it is widely used as an example in 

educational settings. In this section of work, we carry out the 

traditional approach to computing the Haar transform, which 

involves the use of convolution. In addition, rather than being 

constructed as a series of combinational circuits, the entire 

architecture is designed in a pipelined fashion. This ensures 

that the architecture is unaffected by the dimensions of the 

image. The Haar-based blur detection technique is capable of 

providing a high level of accuracy when identifying 

photographs that have been blurred. Furthermore, this 

approach may be integrated with neural networks to conduct 

an overall analysis of the image's quality. The result of 

running this method was the identification of the feature that 

had the greatest potential for performance when assessing the 

image's quality. In addition, this algorithm can be used in a 

range of applications, such as the lifelogging wearable 

cameras, to filter out fuzzy photographs so that only clear 

ones are displayed [12]. 

 

A. 1-Level 2D DWT Unit 

From the original image, every four adjacent pixels are 

changed into A, B, C and D, where the terms “average and 

vertical coefficients” pertain to A and B, whereas “horizontal 

and diagonal coefficients” refer to D and C respectively [13]. 

The average coefficients will be found in the LL (Low-Low) 

band as opposed to the detail coefficients in the other bands. 

By using the conventional convolutional method, the 1-level 

2D DWT Unit is obtained. This technique uses down 

samplers after passing the coefficients via a High and Low 

Pass Filter [14]. 

 

B. 3-Level 2D DWT Unit 

The 3-level 2d DWT is accomplished by cascading units 

that are only one level deep. Controlling the down-sampling 

of the three levels is accomplished with the help of the enable 

signals, which range from E1 to E6. In contrast to the more 

common method of scanning rows one at a time, the image 

needs to be scanned in a particular order in order to make the 

most of these cascaded units. 

 

C. Image Blur Detection Algorithm 

The Dirac, the A-step, the G-step, or the Roof edge types 
are used in the blur detection approach to categorize the 
image's edges. [10]. The fluctuation in the intensity of the 
pixel is used as the basis for the categorization. Images that 
have been blurred usually are devoid of A-step or Dirac edges, 
and on the contrary, a significant amount of Roof and G-Step 
edges are found. As a result, the algorithm is able to recognize 
blurred pictures by distinguishing between the various types 
of edges present in the image. The 3-level 2d Haar wavelet 
transform is the first thing that the algorithm does once it has 
been initialized, followed by constructing the edge map for 
every level.  

The third step is to use partitioning windows to create sub-
edge maps. The fourth step is to determine which partitioning 
window has the highest value. This value is assigned to the 
term ‘Edgebmaxa’, where ‘b’ represents the partition level 
index and ‘a’ represents the level of decomposition [6]. For 
three levels – The partition with index b will have an edge 
point if any of the aforementioned values is larger than the 
preset threshold (Th). Utilizing the guidelines, one may 
determine the kind of edge that is present. The total number of 
edges is divided by the sum of the Dirac and A-step edges in 
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the last step. In the case that this ratio falls below a very low 
threshold, the image will be deemed blurry. By dividing the 
total number of unsharp G-step and Roof edges by the total 
number of G-step and Roof edges, the blur extent is calculated 
[6]. Fig. 1 summarizes the above steps in the form of a 
workflow diagram to calculate the presence of blur along with 
the blur extent.  

 

Fig. 1. Workflow Diagram of the Blur Detector Algorithm 

IV. PROPOSED DESIGN METHODOLOGY 

The overall workflow of the hardware-software co-designed 
System-on-Chip unit for motion blur detection is given in Fig. 
2, in a top-down approach. On the hardware front, first, the 
core blur detection unit is designed using Verilog HDL. The 
detector encompasses a series of 3-D Haar DWT units along 
with High and Low Pass Filters, which execute the blur 
detection algorithm, by computing the edge maps of the 
image. After that, the IP for the Blur unit is generated from the 
Verilog code written. This IP can be interfaced with 
proprietary IPs of the Direct Memory Access (DMA), AXI, 
and AXILite present in the Vivado Design Suite. 

Corresponding specifications are included and the SoC that 
houses the core blur detection unit can be designed. 

 

Fig. 2. Proposed overall workflow diagram of the Blur Detector SoC 

A. Hardware Design 

The hardware design front is initiated by the design of the core 
blur detection unit, using Verilog HDL. Once the design is 
realized, an IP is created from the Blur Detector Unit using the 
Vivado IP Manager tool. This IP carries the functionality of 
the Core Blur Detection Unit and is interfaced with a couple 
of other standalone IPs that are available in the Vivado IP 
manager library.  

B. Core Blur Detection Unit 

This unit is extensively designed using Verilog HDL and 

consists of an arrangement of comparators, registers, and an 

edge-type detector that produces the values of the four types 

of edges present in the image. The inputs given to the core 

blur detector unit, constitute the values obtained from the 3-

D Haar DWT units which are classified into four types of 

bands: High-High (HH), High-Low (HL), Low-High (LH) 

and Low-Low (LL) [6]. The enable signals for the 3-level 2-

D Haar Transform units are given by a sampler circuit. It 

finally produces the blur estimate of the image. In order for 

one batch (2KB) of data to get processed, the design takes 

2048 clock cycles. By assuming a 100 MHz clock frequency, 

the processing takes ~20us to complete. The overall block 

diagram for the Blur Detector is given in Fig 3. 

 

 

Fig. 3. Block Diagram of Blur Detection Unit 

C. IP Core Generation 

The modules for the core blur detection unit are written in 

Verilog and are as follows: Sampler, blur_detection_unit, 

edge detector, 3_level_dwt. The code was then packaged into 

an IP core using the Vivado IP manager tool that comes under 

the Xilinx Vivado Design Suite. It reduces the amount of time 

needed for the design process by giving users access to highly 

characterized Intellectual Property (IP) core for Xilinx 

FPGAs. The Xilinx Vivado Design Suite gives access to an 

IP-centric design flow, which enables the inclusion of IP 
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modules derived from a variety of design sources into several 

designs. With the help of CORE Generator, a list of 

intellectual property that is particular to an architecture, a 

domain, or a market is made available. From routinely used 

functions like memory and FIFOs to system-level building 

blocks like filters and transformations, the complexity of 

these user-customizable IP functions spans the range [15]. All 

of these functions can be utilized in a variety of applications. 

These IP blocks might save anything from a few days to many 

months of design effort. The highly optimized IP allows 

FPGA designers to focus their efforts on swiftly creating 

designs, which accelerates the process of bringing products 

to market. Some intellectual property from the CORE 

Generator IP portfolio may be included into the user’s chosen 

technique. Fig. 4 contains the generated IP core design for 

this blur detection algorithm. 

 

Fig. 4. IP generated for the designed Blur Detector using Vivado IP 

manager tool 

D. Vivado Synthesis 

 The synthesis process in Xilinx Vivado is memory-

usage and performance-optimized and at the same time, is 

timing-driven by virtue. The IDE features an implementation 

and synthesis environment that allows for a simple flow 

between synthesis and implementation processes. The utility 

automatically handles the run data, allowing for several run 

attempts with different Register Transfer Level (RTL) source 

versions. VHDL, Verilog, and System Verilog are all 

supported by Vivado. As a result, the Blur IP unit can now be 

configured with the AXI4 Full and AXI4 Stream Interface of 

FPGA Processing Systems [16]. The overall intended block 

diagram of the full IP Core of the blur detector design is given 

in Fig 5. 

 

Fig. 5. Block Diagram of Full IP Core 

V. RESULTS AND DISCUSSION 

A. Simulation of Blur Detection Unit 

 Before moving further with the actual hardware 

implementation of the Haar DWT method, as is standard 

practice for any system, a simulation was run to evaluate its 

effectiveness first. In order to carry out this task, a standalone 

Vivado project known as testAlgo was developed. The only 

Verilog files that were used for this project were those for the 

core blur unit. In order to replicate the top-level file 

(core_blur_unit), a testbench was developed. This testbench's 

sole purpose was to read the contents of the image file from 

preprocessed memory files and then put those contents in a 

register. After that, the data included in the image was sent 

on to the implemented blur unit so that the process of the 

DMA engine moving the data could be replicated. Because of 

this, an extremely accurate and precisely regulated simulation 

of the blur unit that was designed was possible. 

 The simulation was run in Vivado by using the typical 

technique for running simulations in that program, and the 

results obtained, revealed that the IP core running the blur 

detection algorithm was efficient for the majority of the 

images that were used. It was discovered that the algorithm 

was able to identify a variety of blurs, including motion, out-

of-focus, linear, and others like them. 

 The simulation results along with the RTL-level view 

of the blur detector unit are included in Fig. 6 and Fig. 7. 

 

Fig. 6. Simulation results of Core Blur Detector Unit in Xilinx Vivado 

 

Fig. 7. RTL View of Blur Detector Unit with FIFO and Control Logic 

B. IP Design 

 The final IP was then created by adding an AXI LITE 

interface and an AXI stream interface. These interfaces were 

created using the Vivado interface wizard and modified 

according to our needs. The input image data is sent through 

the AXI stream interface and the output data is read through 

the AXI LITE interface. The obtained IP Core is illustrated in 

Fig. 8. 
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Fig. 8. IP Core with AXI and AXILite 

C. Power Summary 

 The power analysis is derived directly from the netlist 

as a result of the implementation. The total power spent on 

the chip was assessed to be 1.22W; and the obtained power 

value was determined to be a small reasonable amount, which 

satisfied the essential requirements of the critical embedded 

system constraint. The targeted device had a static power 

consumption of 10% and a dynamic power consumption of 

90%, as shown in Fig. 9. 

 

Fig. 9. Power Analysis Summary 

D. Timing Summary 

 As a consequence of this, the timing summary of the 

design is also acquired from the netlist, and from this, it can 

be deduced that all of the user-specified time requirements 

have been satisfied. This demonstrates that there were no 

failures caused by significant critical path delays that was 

associated with critical time constraints. The timing summary 

obtained is illustrated in Fig. 10 below.  

 

Fig. 10. Timing Analysis Summary 

E. Utilization Summary 

 The output of the design and implementation processes 

is the generation of the real resource occupation in the 

hardware system. It is possible to properly configure the 

architecture given that the quantity of resources actually 

required is lower than the number of resources occupied by 

the architecture as it is implemented. For this analysis, the 

Xilinx Zynq 7000 FPGA is considered whose processing 

system contains 17600 LUTs, 8806 of which can be used as 

memory or shift registers. This represents 50.034% of the 

total LUTs in the system, and hence can be effectively used 

for off-loading the designed IP Core. In a Zynq processing 

system, there are 35200 slice registers available, of which 

18927 of them have been used thus far (53.76%). In a similar 

fashion, the utilization of other resources is tabulated below 

in Table 1. Table 2 contains the performance report summary.  

TABLE I.  FPGA HARDWARE RESOURCE OCCUPATION SUMMARY 

Resource Utilized Available Utilization 

Percentage (%) 

Slice LUTs 7066 17600 40.14 

Slice Registers 16753 35200 47.5 

LUT as Memory 201 6000 3.35 

Block RAM Tile 1 60 1.67 

Bonded IOPADs 130 130 100 

BUFGCTRL 1 32 3.125 

F7 Muxes 2184 8800 24.818 

F8 Muxes 1088 4400 24.727 

TABLE II.  PERFORMANCE SUMMARY 

Parameter Value 

Latency (Cycles) 65536 

Latency (ns) 1.3 * 106 

VI. CONCLUSION AND FURTHER WORK 

In this paper, an algorithm that estimates the intensity of 

motion blur in fundus images was implemented. The 

algorithm encompasses a series of 3-D Haar Discrete Wavelet 

Transform units that compute the Edge Map of images and 

predict if the Roof and G-Step edge count value is greater 

than Dirac and A-Step edges. Later on, an IP of the Blur 

Detector Unit containing a Control unit and FIFO is created, 

and the same can be off-loaded onto an FPGA Board for 

accelerated computation in real-time. The AXI and AXILite 

communication protocols are being used for interfacing 

purposes, and the DMA IP is instantiated with a double buffer 

and the Core Blur Detector Unit. As a result, the presence of 

blur along with the blur intensity is returned for a series of 

test images. The obtained IP core is found to function as a 

hardware accelerator and speeds up the execution of the blur 

detection process manifold times, in contrast to the 

conventional way of detecting blur through software 

methodologies.  

 

Furthermore, the detection of motion blur in real-

time can be made possible by configuring the ARM Cortex 

Processors present in Xilinx FPGA systems using Xilinx 

Vivado SDK. Moreover, a python script can be written which 

handles the pre-processing of input images. The uploader 

program for pre-processing is written as a simple python 

script which is invoked on the PC after the FPGA is 

programmed. The program reads each image in the dataset 

and sends it to the device one by one. The result for each 

image can then be displayed as either blurred or not blurred 

on the console. Once all images are sent, a summary of the 

results is given which contains the total number of 

transmitted images to the FPGA, the number of correctly 

predicted images, and the total time taken. Additionally, the 

de-blurring of images in real-time can also be done using a 

suitable architecture and algorithm. 
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Abstract— The biomedical sector has undergone significant 

changes due to the continuous advancements in technology and 

computer networks. Multimedia data is now being utilized to 

transmit crucial biomedical information, including patient 

reports, diagnoses, and hospital information. To convert 

multimedia files to transform domain from spatial domain for 

encryption with a watermark, a Discrete Cosine Transform 

(DCT) is utilized. This involves incorporating the DCT into the 

process of transforming the file, allowing it to be modified and 

encrypted while retaining its original content. To achieve this a 

hardware accelerator that performs DCT technique is 

designed and implemented using Vivado HLS. The result 

shows that the designed architecture possesses high level of 

resilience, and the image quality is preserved after 

watermarking. 
 

Keywords—Discrete Cosine Transform, Medical images, 

Field-programmable gate array, Telemedicine, Image 

watermarking, Hardware accelerator, Intellectual Property core, 

High Level Synthesis 

I. INTRODUCTION 

Digital image watermarking is a strategy that embeds 
hidden information, such as a logo, text, or an identifier, into 
digital images to protect the image's ownership and 
authenticity. In the biomedical industry, digital image 
watermarking is used in several ways. In Medical Image 
Authentication, biomedical images, ultrasound images, are 
critical in diagnosing and treating various diseases. Digital 
image watermarking can be used to authenticate these 
images, ensuring that they are original and have not been 
altered or manipulated. In Medical Image Ownership 
Protection, Digital image watermarking can be used to 
protect the copyrights to biomedical images. Radiologists 
and surgeons, often take images as part of their diagnosis 
and treatment. Watermarking these images ensures that the 
ownership is not lost or transferred without proper 
authorization. 

Cryptography, steganography, and watermarking are the    
three basic methods of secure communication [1]. Digital 
watermarking involves the technique of inserting data into a 
digital multimedia content, which can be retrieved or 
detected at a later stage. 

 

 

 
     The purpose of this is to prevent copying and control the 
content. It is classified based on carrier and representation. 
When classified by the carrier, digital image watermarking 
can be image, video, audio or text watermarking [2]. 

Digital image watermarking may be divided into two 
types based on representation: visible and invisible image 
watermarking. Although digital watermarking can be used 
in any medium, it is most embedded in images to protect 
their copyright [3]. 

FPGA based digital image watermarking is discussed in 
[4, 5]. Digital image watermarking can be accomplished by 
performing DCT on the Discrete Wavelet Transform 
coefficients of the middle frequency LL sub bands from the 
original image one. But because of the disadvantages of 
DWT like, Shift sensitivity and poor directionality, DCT is 
preferred over it. 

DCT is an abbreviation for Discrete Cosine Transform. 
DCT is a rapid computing method for Fourier transform that 
transforms real signals into frequency domain values. As 
many real-world signals do not have any complex 
components, DCT only operates on the real part of the 
complex signal. The discrete cosine transform is a method 
that represents an image as a group of sinusoids with 
different frequencies and magnitudes. The DCT has a 
unique property where, for a typical image, only a few DCT 
coefficients contain a significant amount of visually 
important information [6]. Optimization of the algorithm 
and data precision to fulfill the future requirements of 
watermarking batch processing is discussed in [7] which 
represents the designed hardware accelerator unit on the 
Field programmable logic array to accelerate the process. If 
this process is done by a CPU, the image watermarking 
technique will be consuming a lot of time. The issue  of low 
rates is highly evident while performing these operations on 
many numbers of images. The CPU-only implementation of 
the digital watermarking algorithm may not fulfill the real 
time processing requirements. The integration of DWT and 
SVD techniques is used for ensuring the robustness of image 
watermarking [8]. The paper [9] implements three types of 
integer DCTs (DCT-II, DCT-V and DCT-VIII), and two 
types of  and two types of integer DSTs (DST-I and  
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DST-VII) to reduce the numbers of addition and 
multiplication operations. To prevent separation between the 
data and pictures, we apply a hidden watermarking 
technique in the frequency domain of the image. To verify 
the origin of the medical image, we employ a watermarking 
technique that is visible but hard to detect in the spatial 
domain of the image [10]. Results show that the SVD and 
scrambling can extract the watermark information 
completely, and it has better anti-attack performance [11]. In 
[12], a method of authentication and self-recovery of 
tampered information in digital images is proposed.   
This article is organized as follows: Section II illustrates the 
various forms of image watermarking techniques available 
and DCT compression algorithm. Section III describes the 
characteristics of FPGA and details about HLS. Section IV 

embedded after DCT, it has an elevated level of robustness. 
Experiment results show that this algorithm is resistant to 
typical image analysis and malicious attacks. The DCT is a 
numerical approach for converting a spatial (or time) domain 
signal or information into orthogonal domain elementary 
frequency components (or frequency domain). The discrete 
cosine transform can be described as a linear, invertible 
function F: RN -> RN (where R represents the set of real 
numbers) or as an N x N square matrix. 

In the case of a two-dimensional DCT, it is applied 
to an M-by-N matrix and is explained as follows. 

   describes the architecture of the hardware accelerator.   
 

designed for DCT compression. Section V gives the  
modelling, synthesis, and implementation results of the 
architecture involved. Section VI describes the conclusion 
and the applications that can be incorporated as a result of this 

  
 

 

work. 
Where C(m) = C(n) = 1 

√2 

otherwise.  

 
for m , n = 0 and C(m) ,C(n) = 1 

II. IMAGE WATERMARKING AND DCT 

A. Image watermarking 

The inverse of the two dimensional DCT is given as 
�(�, 	) 

Image watermarking involves the technique of inserting 
data into the multimedia product, which can then be 
retrieved or detected in the watermarked The primary 
objective of image watermarking is to make the data 
imperceptible to the human eye, while making it difficult for 
unauthorized individuals/candidates to remove the product. 

2 
= 

�−1 �−1 
(2� + 1)�� 

∑ ∑ �(�)�(�)�(�, �) 

     Various algorithms have been employed to implement 
the technique in the frequency and spatial domains, each 
with its own set of benefits and drawbacks. Visible 
watermarks are secondary images that are translucent and 
overlaid on of the primary image. An imperceptible 
watermark is embedded in a way it makes changes to pixel 
values imperceptible to the human eye. Retrieval of the 
watermark is only possible with a suitable decryption 
mechanism is embedded in such a way that changes to pixel 
values are perceptually undetectable, and the watermark can 
only be retrieved using an appropriate decryption 
mechanism. 

Digital image watermarking is a technique that is used  
for concealing a hidden information that serves to secure a 
multimedia content’s copyright or to provide evidence that 
the data is accurate, complete, and has not been tampered 
with . It provides protective digital information encoding 
and decoding, and authentication of received data by the 
recipient, and offers robust and reliable marks indicating 
copyright and legal ownership. However, if the private key 
is lost, pirates can remove watermarks from all images 
owned by a particular owner, leading to system instability. 
Pirates may employ non-traditional image-processing 
techniques to deceive monitoring software or desynchronize 
the detector. 

By Transformation matrix approach: 
The forward and inverse transform of DCT in matrix 
expression is defined below 

���: � = �. �. �� 
����: � = ��. �. � 

 
When all pixels are transformed, they have positioned from 
most significant to least significant. When the least 
significant pixels are quantized to 0, pixel loss occurs. The 
Discrete Cosine Transform (DCT) helps to break down an 
image into different spectral components with varying levels 
of significance, which can impact the overall visual quality 
of the image. In most images, the low-order DCT 
coefficients contain a significant portion of the signal energy 
after transformation. This makes it possible to quantize these 
coefficients with greater precision compared to the higher-
order coefficients.  
 

The one-dimensional DCT is well-suited for processing 
signals that are one-dimensional, However the analysis of 
two- dimensional signals needs a two dimensional version 
of the DCT . The 2D DCT for an N x N matrix is quantified 
in a concise manner. The 1D DCT is implemented to every 
row of the result, accompanied by each column. 

�−1 
(2� + 1)�� 	 = �(�) ∑ � ��  

 

B. Discrete Cosine Transform 

With the advancement of digital techniques and the internet, 

� 

!=0 

� 

 
 

 

√ ل
1

 
 

2� 
 
 
��# � = 0 

digital watermarking techniques have become increasingly. 
important in protecting digital product intellectual property 
rights. The paper proposes a digital watermarking algorithm 
based on the DCT technique. When a digital watermark is 

� 
W
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While the practical application of this formula would require 
O(N^2) operations, it is possible to achieve the same 
outcome with an O(N log N) complexity by breaking down 
the computation in a similar fashion to the Fast Fourier 
Transform (FFT). 

III. FIELD PROGRAMMABLE GATE ARRAY AND HIGH LEVEL 

SYNTHESIS 

A. Field Programmable Gate Array 

An FPGA (Field-Programmable Gate Array) is a type of 
logic chip that contains a two-dimensional grid of cells and 
programmable switches. In essence, they are integrated 
circuits (ICs) that consist of a grid of identical processing 
units and configurable connections between them. 
Application Specific Integrated Circuit (ASIC) have the 
advantage of being faster. However, FPGAs can operate 
similarly to ASICs, which is a benefit. In the incident of a 
glitch, FPGAs can also be reprogrammed. ASICs are 
incompetent of doing so. 

The special kind of FPGA utilized in this work is Zynq 
edge processing system. Zynq is an APSoC, which means that 
in addition to integrating most, if not all, of a computer's 
components into a single chip, developers can also use the 
FPGA, technology found within it. As a result, when referring 
to Zynq, the term "system" refers to the system of dual 
dedicated processors (Dual-core ARM Cortex-A9 Processors) 
and FPGA technology. Developers can take advantage of the 
best of both worlds by having access to both processor and 
FPGA functions. 

Zynq design flow comprises the following stages.  The 
initial stage of developing a system involves determining its 
specifications and requirements. During the system design 
phase, the different tasks or functions are allocated for 
implementation either in PL (Programmable Logic) or PS 
(Processing System), which is referred to as task 
partitioning. This step is crucial since the overall system 
performance depends on which tasks are assigned to be 
implemented using the most appropriate technology, 
whether hardware or software. The next steps involve 
developing and testing the hardware and software 
components. For the PL, the focus is on identifying the 
functional blocks necessary to achieve the design objectives 
and integrating them as IPs while ensuring proper 
connectivity. Similarly, the software development activity 
involves writing code to run on the PS. Finally, system 
integration and testing are conducted to complete the design 
process.  

 

Fig. 1. Hardware Software co-design flow 

B. Hign Level Synthesis 

To simplify, synthesis involves the conversion of an 
abstract design into an accurately implemented chip using 
logic gates. The basic RTL design is transformed into a gate-
level netlist that adheres to all the designer's specified 
constraints. On the other hand, HLS (High-Level Synthesis) 
is an automated design process that converts a design's 
behavioral or descriptive model into a digital hardware 
implementation. 

The aim of HLS is to extract parallel processing from the 
input description and build a microarchitecture that is faster 
and less expensive than simply running the input description 
as a program on a microprocessor. 

In this work, the control algorithms are programmed 
using the high- level language C. The automated tool utilized 
provides the Register Transfer Level (RTL) hardware 
description of the design. HLS (High-Level Synthesis) 
expedites the design implementation process by allowing C 
specifications to be targeted directly onto Xilinx devices, 
eliminating the need for manual RTL creation 

The goal of HLS is to extract parallelism from the input 
description and build a microarchitecture that is faster and less 
expensive than simply running the input description as a 
programme on a microprocessor. 

IV. HARDWARE ACCELERATOR FOR DCT COMPRESSION 

ARCHITECTURE 

A. Hardware acceleration 

Hardware acceleration involves transferring specific 
computational tasks of an application to specialized 
hardware components within the system. This process 
results in greater efficiency compared to running software 
exclusively on a general-purpose CPU. Implementing 
applications higher up in the digital computing system 
hierarchy combines the versatility of CPUs, which are 
general-purpose processors, with the efficiency of 
specialized hardware like GPUs and ASICs, resulting in a 
significant increase in efficiency by several orders of 
magnitude. 

B. DCT General Architecture 

In order to embed watermark information, DCT is utilized to 
convert a particular image from to transform domain from 
frequency domain. To accomplish this, a hardware 
accelerator using the DCT technique is designed and 
implemented in Xilinx Vivado. To optimize space, we 
leverage the separability property of the 2D DCT formula. 
This means that the formula can be split into two 1D DCT 
operations - one along the row vector and the other along the 
column vector of the previous row vector's outcomes 

 

Fig. 2. Block diagram of DCT Hardware Accelerator 
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V. MODELLING SYNTHESIS AND IMPLEMENTATION RESULTS 

A. IP core generation using vivado HLS 

In this work, Vivado HLS is used to design a user-defined 
IP core for the DCT algorithm. The high level language (C 
language) used in IP core design is simulated. Hence the 
purpose of pre-synthesis validation is to ensure that the C 
program correctly implements the required functionality. The 
synthesis process then converts the source code into RTL 
implementation and generates a synthesis report. A post- 
synthesis verification process named C/RTL co-simulation is 
performed wherein verilog files are created as a result. 
Finally, the user-defined IP core is imported as a block into 
the Vivado IP catalog for hardware design. The IP core can 
be exported as a reusable block for other design applications 
that require DCT operation. 

 

 

Fig. 3. User defined IP core for DCT by HLS 

B. Overall Hardware Block Design 

The overall functionality of the hardware accelerator is 
implemented by creating a block design with Vivado IP 
integrator. The Vivado user IP repository receives the user- 
defined IP core. The Zynq 7 processing system is included in 
the block design because it is compatible with the 
functionality of the hardware accelerator. The remaining 
functional cores required for the block design are derived 
from the default IP repository. The default block and 
connection automations are generated first, followed by 
manual interconnections generated in accordance with the 
architecture's functionality. The block design is then 
validated before synthesis and implementation. Finally, the 
generated bit stream is used to program the FPGA board to 
perform the desired functionality. 

 

 
Fig. 4 Block Design 

C. Utilization Summary 

As a result of the design and implementation, the actual 
hardware system resource occupation is generated. The 
architecture can be successfully configured because the 
resources occupied by the implemented architecture are less 
than the actual quantity of resources. A Xilinx Zynq 7 
processing system contains 17600 LUTs, 3937 of which can 
be used as memories or shift registers (22.37%). A Zynq 
processing system has 35200 flipflops available, of which 

6938 (or 19.71%) have been used. The utilization of 
resources is also tabulated below. 

 
TABLE I. FPGA CHIP HARDWARE RESOURCE OCCUPATION 

 

Resource Utilization Availablility Utilization
% 

LUT 3937 17600 22.37 
LUTRAM 243 6000 4.05 

FF 6938 35200 19.71 
BRAM 10.50 60 17.50 

DSP 1 80 1.25 
IO 11 100 11.00 

BUFG 2 32 6.25 
MMCM 1 2 50.00 

 

 
D. Power summary 

As a result of the implementation, the power analysis 
from the netlist is obtained. With a total on-chip power of 
1.508 W, the implementation's power consumption is 
deemed to be reasonably low, satisfying the essential 
embedded system constraint. The targeted device has a 
static power consumption of 8% and a dynamic power 
consumption of 92%. 

 
TABLE II. POWER ANALYSIS 

 

Resource Power 

consumption(W) 
Percentage (%) 

Clocks 0.033 2 
Signals 0.013 1 
Logic 0.008 1 

BRAM 0.007 1 
DSP 0.001 <1 

MMCM 0.107 8 
I/O 0.140 10 
PS7 1.078 76 

 

E. Experimental Setup 

The Hardware design created by the Vivado IP integrator 
has been worked upon by the Software Development Kit 
(SDK), thus combining the hardware and software. The 
original image to be compressed is processed by the FPGA 
board. The board is programmed with the bit stream 
generated by the Vivado IP integrator. The image is DCT 
compressed and the quality of the original image is preserved. 

 

Fig. 5. Interfacing with FPGA board 
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The experimental analysis of the hardware accelerator is 
performed for various images. For instance, the original 
image of size 5.9 MB is been compressed by the designed 
accelerator to an image of size 1.4 MB, thereby performing 
compression of ratio 4:1 

 

 
TABLE III. RESULTS 

 

Original image 

size(MB) 

Compressed image 

size(MB) 

Compression ratio 

5.9 1.4 4:1 
3.5 1.4 2.5:1 

 

VI. CONCLUSION 

To enhance computational efficiency, The DCT 
algorithm takes advantage of the frequency domain's energy 
compactness and matrix sparsity properties. The algorithm 
performs a two dimensional DCT decomposition to one set 
of one dimensional DCTs for a given spatial domain image 
block size, after which the calculation can be executed. The 
algorithm takes advantage of frequency coefficient 
redundancy to simplify the implementation of a 2D DCT. 
The design of the DCT algorithm is more effective when 
using a 2D DCT data matrix, as it contains minimal non-
zero elements in the low-frequency range for a spatial 
domain data matrix. 

In conclusion, DCT-based digital watermarking 
application has a confident impact on the achievement of the 
watermarking system.  By employing a variety of robust 
features and appropriate embedding techniques, it is 
possible to increase the precision of watermarking methods. 
The use of image watermarking has become increasingly 
important in the medical field for safeguarding the 
authenticity and confidentiality of medical images. With the 
integration of a watermark into an image, medical experts 
can ensure the image's integrity by detecting any 
unauthorized modifications, thereby enhancing the accuracy 
of diagnoses and treatment plans and providing an added 
layer of confidence. By embedding a watermark into an 
image, medical professionals can ensure that the image has 
not been altered or tampered with, providing confidence in 
the accuracy of diagnoses and treatment plans. This 
technology also allows for secure sharing of medical images 
among healthcare providers, ensuring patient privacy and 
reducing the risk of data breaches. Additionally, image 
watermarking can help in identifying the ownership of the 
medical images, ensuring legal compliance, and protecting 
the intellectual property of medical institutions. In the 
medical industry, it is crucial to ensure the security and 
integrity of biomedical images, and image watermarking 
plays a significant role in achieving this objective. 
Therefore, image watermarking is considered a vital 
application in the medical industry. 
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Biomedical Engineering is a field of study that integrates two dynamic professions,
Medicine and Engineering. It has recently established itself as an independent field with
the objective of assisting medicine towards the betterment of society, through research.
Being an interdisciplinary science, it has associations with various other subjects such
as Electrical Engineering, Mechanical Engineering, Chemical Engineering and
Biotechnology. The spectrum of bio-medical research aims to unite these disciplines in
synergy, leading to new possibilities thus enabling the development of technology that
could save lives. 

The Ninth International Conference on Biosignals, Images and Instrumentation (ICBSII-
2023) is conceived with the thought of bringing together scientists, engineers and
researchers from various domains all over the world. It is a platform where some of the
greatest minds of the country and abroad could interact, exchange ideas and work
together towards a common goal. Research papers were received from diverse areas
such as Physiological Modelling, Medical Imaging, Medical Robotics, Biomechanics,
Biomedical Instrumentation and Nanomaterials. After a rigorous review process by the
expert review committee, papers that displayed quality in ideas and work were selected
for the final presentation at the conference.

This conference is the fruit of a vision of the Management, faculty, and students of the
Department of Biomedical Engineering, SSN College of Engineering in association with
the Centre for Healthcare Technologies (CHT), a multi-disciplinary R&D centre, which
works unanimously towards materializing the advancements in healthcare innovations.
The Department of Biomedical Engineering, since its inception in 2005, has been a
pioneer in the field of biomedical technology, instrumentation, and imaging. The
department has excellent infrastructure, experienced faculty members and motivated
students. Department also has foreign collaborations with Birmingham City University
UK, Drexel University Philadelphia, University of Bologna, Italy, and several industries
and hospitals such as Kauvery hospitals, Sri Ramachandra Medical College, Perfint
Healthcare, NIEPMD etc to name a few.

To add feather to the crown, the department has conducted eight international
conferences (ICBSII) in 2013, 2015, 2017, 2018, 2019, 2020, 2021, 2022 and two national
conferences (NCABES) in 2014, 2016 so far.
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